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Figure 1: (a) A lecturer giving class in our Teachyverse environment, (b) photo of our in-the-field studywith students attending
a virtual lecture in Teachyverse, and (c) a group of students attending at the virtual lecture hall.

ABSTRACT
Over the last decades, E-learning has gained a lot of popu-
larity and enabled students to learn in front of their com-
puters using Internet-based learning systems rather than
physically attending lectures. Those E-learning systems are
different from traditional learning and do not fully immerse
the student in the learning environment. Thus, we propose
Teachyverse, an immersive VR lecture hall that combines
e-learning, traditional learning, and remote collaboration.
Teachyverse immerses the student in a virtual lecture hall. A
proof-of-concept study shows that students perceive lectures
in Teachyverse as fun and would like to use Teachyverse as
a further E-Learning option.

CCS CONCEPTS
• Human-centered computing→ Virtual reality.
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1 INTRODUCTION
E-learning has greatly advanced in the past years, thus com-
puters, mobile devices, and digital learning materials have
become an integral part of everyday learning life. For in-
stance, in Australia and other countries with many rural and
remote located areas, specialized schools offer an E-Learning
over a distance through webcams1.
Although E-Learning platforms have great advantages

such as remote participation or collaboration, a majority of
approaches targets students in front of computers or mobile
devices on which they either read a text or watch a video.
Therefore, the students are physically separated from their
learning material. This separation could result in a lack of the
student’s attention and students could easily get distracted.
Furthermore, the collaboration with other students is not

1https://www.education.wa.edu.au/distance-education, last accessed
04/01/2019
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Figure 2: Subfigure (a) shows the available actions for the student: (a) teleport target, (b) different facial expressions, (c)
mute/unmute, (d) select teleport, and (e) play/pause (in playback mode), Subfigure (b) depicts the lecturer’s presentation view
hovering in front including the current and next slide, as well as lecturer annotations and Subfigure (c) shows a lecturer giving
class in front of students.

fostered, which introduces a gap to more traditional learning
approaches such as lectures.
Virtual Reality (VR) systems have been widely used in

educational contexts, such as medical [5] or industrial train-
ing [6]. Immersive VR reduces distraction and connects the
students to their learning materials and other students in a
virtual environment. While VR enables new possibilities in
immersive environments, learning in such scenarios is still
underexplored.
In this paper, we present Teachyverse: A concept that

enables E-learning by immersing the students in a virtual
lecture hall. Students and lecturers are represented by 3D
avatars and can chat with each other by real-time audio
transmission. Lectures can be live-streamed or recorded. We
conducted an initial proof-of-concept study by evaluating
our Teachyverse concept during a regular lecture (see fig. 1a,
1b). The positive feedback of the students showed the high
potential of a virtual lecture hall as a novel method to partic-
ipate in classes. Therefore, VR systems, such as Teachyverse,
are promising in bridging the gap between E-Learning and
traditional learning.

2 RELATEDWORK
Virtual Learning Environments (VLEs) are environments
that are specifically designed for learning. VLEs are used in
vocational training for specific tasks in which reality-based
training cannot be applied due to various reasons such as
cost, physical danger or physical limitations [3], but a first-
person perspective that is needed to allow the construction
of knowledge [9]. Since Virtual Reality removes the need
for a symbolic user interface, it enables students to learn
concepts and to solve problems in a non-symbolical way
[11].
Collaboration is one of the most important parts of an

educational environment as it promotes social interaction
where students work together (e.g., CocoVerse [7]). During

the development of collaborative VLEs it is important to
enable visual, gestural, and verbal interaction through the
usage of an avatar [10]. Virtual space enables persons to
adopt their points of view while other users can still see
where the person looks or points [1]. This goes along with
the idea that virtual worlds can be a shared experience as
well as an individual experience [2].

3 CONCEPT AND PROTOTYPE
We present our concept of a Virtual Reality lecture hall called
Teachyverse. It allows students and lecturers to meet for a
lecture in VR. The lecture can be held remotely, so there
is no need for being in the same physical space. A simple
avatar represents each person attending with a stylized face
as depicted in Figure 1c. The student can select the facial ex-
pression of the avatar from five predetermined expressions:
sad, indifferent, happy, loving, and sleeping (cf. Figure 2a
(b)). These should enable other students and in particular the
lecturer to make a rough assessment of the interest and pres-
ence of the persons. Real-time audio transmission enables
the natural communication between students and between
the lecturer and students. If enabled by the lecturer, each
student can move around by teleporting themselves, based
on locomotion techniques investigated in previous work [4].
Otherwise, a random position in the lecture hall will be as-
signed after entering the virtual space through a user menu
on the ground as depicted in Figure 2a.

The virtual lecture hall is equipped with a large presenta-
tion screen showing the current slides. Further, the lecturer
can add annotations and custom drawings on it using a brush
tool, and can also wipe them with an eraser tool (cf. Fig-
ure 2c). The annotations and drawings are displayed to the
students on the large presentation screen. The lecturer has
full control of the presentation with a virtual presenter that
allows switching slides, laser pointing and provides control
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Figure 3: Available tools for the lecturer: (a) annotation
brush, (b) presenter and teleport, (c) eraser, (d) facial expres-
sion, and (e) enable/disable student teleport.

over lecture recordings. All lecturer tools can be toggled by
squeezing the controller and are depicted in Figure 3.
To support the lecturer as in traditional learning envi-

ronments, an additional presenter view is always visible in
front of the lecturer at waist level as depicted in Figure 2b.
Also, to allow questions and discussions during a live lec-
ture, both, the lecturer and the learners, can use an internal
speech communication system. However, to limit unwanted
noise during the lecture, the lecturer can mute all student
communication.
Besides live lectures over a distance, Teachyverse also

supports a recording of lectures with playback control. This
contains all shown slides, as well as all movements and ver-
bal communication of the participating students. Lecture
recordings can be paused, rewind, and repeated, similar to
traditional video recordings.
Teachyverse is implemented in Unity with HTC Vive

and Google Cardboard support. All communication is han-
dled through a Client-Server architecture between the stu-
dents/viewers and the lecturer. The slides of a lecture can
be loaded from a PDF or Zip file and are distributed through
a centralized file server. Further, to support other formats,
we implemented a plugin system for more extensions. Lec-
ture recordings are saved as incremental changes in a Mes-
sagePack2 based format.

4 PROOF-OF-CONCEPT STUDY
We conducted a proof-of-concept study to evaluate Teachy-
verse in a realistic setting and to collect early user feedback.

2https://msgpack.org/

Therefore, we deployed our system in the context of the
Human-Computer Interaction lecture at our computer sci-
ence faculty.

Procedure
Thirty students attended the lecture in which the study took
place. Before the lecture, we distributed the Teachyverse app
to the students and gave them a brief introduction. During
the lecture, all students were handed a Google Cardboard
such that they could participate with their smartphones.
Besides the 30 students that were present in the lecture hall,
an additional three students attended remotely.
The lecture was about Augmented and Virtual Reality

such that the students could have a hands-on experience.
The presentation in Teachyverse took roughly 45 minutes,
followed by an open discussion to gather direct feedback. We
furthermore informed the students about the opportunity to
fill in a questionnaire on Teachyverse using our institution’s
E-Learning platform.

Results
Ten of the students voluntarily filled in the questionnaires.
They were on average 23.5 years old (Min = 21,Max = 28,
SD = 2.42) and on average enrolled in the 5th semester
(Min = 1,Max = 8).

The students were asked fromwhich place they would like
to join Teachyverse lectures in multiple choice format. All
students would like to use Teachyverse as an E-Learning plat-
form from home, four students would use it in a public place
on campus and six students would use it in a public place
off campus. We also asked the students how they would like
to use Teachyverse lectures. Six students would like to use
them if they cannot attend lectures personally, four would
like to use Teachyverse for exam preparation, four would
like to use it as a substitute for lectures and two students
would not use Teachyverse at all. We furthermore asked the
students whether they prefer Teachyverse over video lecture
recordings on a 5-point Likert scale. Five students preferred
Teachyverse, while three students gave a neutral expression
and one student did not prefer Teachyverse. At the end of
the questionnaire, it was possible to give free-text comments
and additional feedback. Five students wrote that they pre-
fer Teachyverse recordings over traditional ones because it
closely resembles the real lecture.
Two students mentioned a discomfort when wearing the

Google Cardboard and that it is not possible to wear glasses
underneath it. During the setup and also during the lecture
the experimenter team observed several students, that had
problems with the Google Cardboard. Two students stated
that the lecture was great fun and they would welcome more
complex presentations of learning materials, such as 3D fig-
ures.
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5 DISCUSSION
In our proof-of-concept study, we gave a lecture for 30 attend-
ing and three remotely connected students. Ten of themfilled-
out our questionnaire. The current prototype of Teachyverse
is based on the usage of Google Cardboards and smartphones.
As seen in the study results, this setup has to be adapted to
enable more comfort for the students. Since commercially
available Virtual Reality hardware rapidly becomes more
comfortable and inexpensive, the expressed discomfort in
the study will not be a problem for real-world deployment.

The study sample is not representative since the students
were almost exclusively from the field of computer science
and the majority of them was present in the lecture hall.
Furthermore, communication features were not evaluated.
Therefore, future studies should address these shortcomings.

The current version of Teachyverse integrates a commu-
nication system that is based on speech only. To support
further communication, future studies should investigate the
feasibility of speech and chat communication. Furthermore,
students should be enabled to raise their hands in case they
have questions. The privacy of the students should be consid-
ered in particular since the recordings of the lecture might
result in a privacy violation by the VR device [12].

6 CONCLUSION AND OUTLOOK
In traditional E-Learning approaches, such as video record-
ings, the students are separated from the learning materials
and could easily get distracted. The collaboration with other
students and teaching staff is not fostered. We present the
Teachyverse VR-E-Learning concept that connects students
to their learning material by immersing them in VR. Our
proof-of-concept study shows that lectures with our proto-
type Teachyverse were perceived as fun and students would
like to use it as an E-Learning option. This shows the po-
tential of Teachyverse for the improvement of E-Learning
opportunities and everyday learning life.
Since Teachyverse is currently limited to picture-based

presentations, future work should investigate the interaction
with 3D learning material and harvest further advantages
of Virtual Learning Environments, such as freedom from
physical space constraints. Further, the integration of haptic
feedback [8] from the learning materials could enhance the
learning experience.
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