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ABSTRACT
From voice commands and air taps to touch gestures on
frames: Various techniques for interacting with head-mount-
ed displays (HMDs) have been proposed. While these tech-
niques have both benefits and drawbacks dependent on the
current situation of the user, research on interacting with
HMDs has not concluded yet. In this paper, we add to the
body of research on interacting with HMDs by exploring
foot-tapping as an input modality. Through two controlled
experiments with a total of 36 participants, we first explore
direct interaction with interfaces that are displayed on the
floor and require the user to look down to interact. Secondly,
we investigate indirect interaction with interfaces that, al-
though operated by the user’s feet, are always visible as they
are floating in front of the user. Based on the results of the
two experiments, we provide design recommendations for
direct and indirect foot-based user interfaces.
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Figure 1: We propose foot-taps as a direct (a) and indirect (b)
input modality for interacting with HMDs.
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1 INTRODUCTION
With increasing progress in display and tracking technol-
ogy [6], head-mounted displays (HMDs) became unteth-
ered [19] and capable of creating realistic Augmented Real-
ity (AR) experiences that can be registered in the physical
world. While voice and gesture input are still considered
state-of-the-art for interacting with HMDs, they are known
to be limited to quiet environments and having social impli-
cations [37, 61], or being prone to fatigue [32], respectively.

To overcome these challenges, research has exploredmany
forms of interaction with HMDs: From direct interaction
such as using hand [10] and finger [46] gestures to indirect
interaction with body-worn accessories such as belts [14],
shirts [54], trousers [15], or rings [2]. While many body parts
- from arms [29] and hands [47] to the head [57, 69] - have
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already been explored, foot-based interaction has not yet
been systematically evaluated for interaction with HMDs.

In this paper, we aim to close this gap and add to the body
of research on interacting with HMDs by exploring foot-
taps as an input modality for HMDs. The contribution of
this paper is two-fold: First, we contribute the results of two
controlled experiments, assessing the benefits and drawbacks
of 1) direct interaction with interfaces that are displayed on
the floor and require the user to look down to interact and 2)
indirect interaction with interfaces that, although operated
by the user’s feet, are displayed as a floating window in front
of the user (see fig. 1). Second, based on the results of the two
experiments, we provide a set of guidelines for designing the
input space for both types of interaction.

2 RELATEDWORK
There exists a large body of related work on interacting with
HMDs as well as foot-based interaction. Further, our work
was strongly inspired by proprioceptive and imaginary user
interfaces, which we discuss at the end of the section.

Interaction with HMDs
Research proposed various new approaches and improve-
ments to established techniques for interaction with HMDs.
Focussing on gesture interfaces, Mistry and Maes [46]

proposed a wearable interface supporting natural gestures.
Continuing this path, Colaço et al. [10] presented a sys-
tem for capturing and interpreting more elaborate single-
handed gestures. Other examples include proximity-based in-
terfaces [48], finger-gestures [7], the use of a haptic glove [33]
or combinations with other modalities such as gaze [31, 60]
or head-movements [38].While such techniques have several
benefits (e.g., the directmanipulation of content), gestures are
prone to fatigue, also known as the gorilla arm syndrome [32],
and, thus, not suited for long-lasting interactions.
Research proposed on-body [28, 65] interfaces to inter-

act with HMDs by touching various body-parts: Beyond
arm [29, 66] and hand [13, 47, 62], Serrano et al. [57] pro-
posed hand-to-face interfaces. Other examples for such touch
interfaces on the head include the cheek [69] or the ear [39].
While practical and useful, these techniques require at least
one, often both hands of the user and, thus, hardly support
situations where users are encumbered.
Further, research proposed the use of additional acces-

sories beyond the hand-held devices usedwith today’sHMDs.
For example, Dobbelstein et al. [14] proposed an interactive
belt for unobtrusive touch input and Ashbrook et al. [2]
presented an interactive ring. Further, research proposed
to augment the user’s pocket [15] or sleeves [54]. However,
such accessory interfaces are missing means for direct ma-
nipulation and may be misplaced or lost.

Foot-based Interaction
In our work, we were strongly inspired by the large body
of research on foot-based interaction techniques [64] that
have a long history in operating industry machines [4, 5, 11,
36, 50] and have been explored for seated [63], standing [52]
and walking [68] users in different scenarios.

Research proposed multiple use cases for such foot-based
input modalities. Yin and Pai [70] presented an interactive
animation system, controlled using foot gestures. Simeone
et al. [59] used foot-based input for 3D interaction tasks,
Schöning et al. [55] presented support for navigating spatial
data. Further examples include support for the interaction
with large displays [20, 35], interactive floors [3] and other
public interfaces [22]. More general, Alexander et al. [1]
and Felberbaum and Lanir [21] proposed user-defined foot-
gestures for typical GUI tasks in different domains.

Further, foot-controls have been used to increase the input
space for desktop [58] or mobile [42] games or to operate
a smartphone in the pocket of the user [5, 18, 27]. Besides
the sole use as an input modality, foot interaction has been
used in conjunction with hand-gestures [41, 43, 44] or gaze-
input [24, 51]. Pakkanen and Raisamo [49] investigated foot-
based interaction as a second input channel for non-accurate
spatial tasks and found that foot interaction is appropriate,
“maintaining adequate accuracy and execution time”. Highly
related, Saunders and Vogel [52] explored indirect interaction
with ring-shaped foot interfaces. However, the exploration
by Saunders et al. was limited to 1) indirect interfaces and 2)
two different layouts.

Research also focused on the applicability of foot-based in-
terfaces for HMDs. Matthies et al. [45] presented a technical
prototype to provide hands-free interaction for VR appli-
cations. Fukahori et al. [23] used the shifting of the user’s
weight on their foot for subtle gestures to control HMDs
interfaces. Furthermore, Fan et al. [17] focused on foot-based
interaction techniques for exploring a VR representation of a
planet. Highly related, Lv et al. [44] used foot-based interac-
tion techniques for controlling an AR game. However, to the
best of our knowledge, there is no systematic investigation of
the human ability to interact with HMDs through foot-taps.

Imaginary and Proprioceptive User Interfaces
Gustafson et al. [25, 26] introduced imaginary interfaces as
a novel approach to interaction without any visual feedback,
leveraging the human’s ability to map the spatial memory
to (physical) surfaces. Dezfuli et al. [13] extended this idea
using proprioception [40, 53], the subconscious knowledge
about the relative position and orientation of our body parts,
showing that users were able to create a mental mapping
between on-screen user interfaces and eyes-free touch on the
hand. In this work, we extend these ideas for foot control.
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3 METHODOLOGY
We conducted two controlled experiments to assess the ac-
curacy and efficiency of direct and indirect interfaces for
foot-based interactions with HMDs. More specifically, we
investigated the following research questions:

RQ1 How accurately and efficiently can users interact with
direct interfaces where targets are visualized on the
floor within reach of their legs?

RQ2 How accurately and efficiently can users interact with
indirect interfaces where the visualization is shown as
a floating window in front of the user, thus dividing
the location of input and output?

RQ3 How to design the targets for direct and indirect in-
terfaces regarding size and convenient boundaries to
attain high accuracy and efficiency?

To avoid learning effects, we addressed RQ1 and RQ2 in
two separate experiments, although the basic design and
procedure show large overlaps. To keep the results of both
experiments comparable, we only changed the visualization
technique between direct and indirect interfaces between the
experiments. No participant took part in both experiments.
In the analysis, we used the results of both experiments to
address RQ3. The following description of the methodology
applies to both experiments unless stated otherwise.

Design and Task
We defined a semicircular interaction grid that is anchored to
the user’s standing position (see fig. 2). We varied the number
of rows and columns that divide the grid into several targets as
independent variables in a repeated measures design. For the
independent variables, we used three levels for the number
of rows (1,2,3) and three levels for the number of columns
(2,4,6). Therefore, we tested grids from 1 ∗ 2 = 2 to 3 ∗
6 = 18 targets. We considered these variables to assess their
impact on participants’ performance regarding accuracy and
efficiency. We opted for at least three repetitions of each
target (i.e., based on the most complex condition 3-row, 6-
column: 3∗6∗3 = 54). To prevent the influence of fatigue, we
designed the experiment with an equal number of trials in
each condition. This resulted in a total of 3∗3∗54 = 486 trials
per participant. We counterbalanced the order of conditions
using a Balanced Latin Square design. For each condition,
the series of targets was randomized while maintaining an
equal number for each target.

Experiment I: Direct Visualization. We visualized the semicir-
cular grid within leg reach on the floor in front of the par-
ticipant. Therefore, there was a direct connection between
the location of input and output. Depending on the condi-
tion, we divided the semicircle to a grid with 2-6 horizontal

Figure 2: The independent variables (number of rows and
number of columns) tested in the two experiments.

columns of equal size and 1-3 rows of equal size. We di-
vided the columns over the complete semicircle (see fig. 3c).
Based on the average human leg length [16], we used a fixed
height of 8.5 cm for each row. We chose this size to allow all
participants to reach the goals within the 3-row conditions
comfortably. The participants’ task was to look at the floor
in front of them and to tap highlighted targets.

Experiment II: Indirect Visualization. For the second experi-
ment, we chose an indirect head-up display (HUD) visualiza-
tion, floating in front of the eyes of the user (see fig. 3d). Our
goal was to understand how the participants would naturally
map the presented target areas to the ground in front of them.
Therefore, we decided not to give the participants feedback
about the position of their feet. Such feedback would have
given the participants an indication of the size of the target
areas, thereby distorting the results. The participants’ task
was to tap targets highlighted in the floating visualization.

Study Setup and Apparatus
We used an optical tracking system (OptiTrack) to measure
the position of the participant’s feet. For this, we attached 3D-
printed parts, each augmented with a set of retro-reflective
markers, to both feet of the participants (see fig. 3a). Fur-
thermore, the participants wore a Microsoft Hololens (also
with retro-reflective markers, see fig. 3b) which displayed
the respective visualization.

We implemented a study client application that allowed us
to set the task from a desktop located next to the participant.
For each trial, we logged the trace of the participants’ feet
movements and head (HoloLens) movements to establish a
matching between the visual feedback and the foot-taps. Fur-
thermore, we measured the time between displaying the task
and touching the floor with the foot as the task-completion
time (TCT) and logged it together with the foot used for inter-
action, the tap position (relative to the participant), the target
and the condition for later analysis.
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(a) Foot Tracking (b) HoloLens Tracking (c) Direct Visualization (d) Indirect Visualization

Figure 3: We tracked the position and orientation of the feet (a) and the hololens (b). During the first experiment, we used a
direct visualization on the floor (c). In the second experiment, we used an indirect floating visualization (d).

Procedure
After welcoming the participants, we introduced them to
the concept and the setup of the study. During this, we used
the method proposed by Chapman et al. [8] to measure the
foot preference. Further, we measured the height and leg
length of the participants as we expected them to have an
impact on the performance. Then, we mounted the trackable
apparatuses on their feet and put the Hololens on their head.
To avoid learning effects, we gave them five minutes to get
accustomed to the hardware and the interfaces.
We calibrated the system with the participants standing

relaxed and looking straight ahead. After starting the condi-
tion, the participants saw the respective visualization. Once
ready and in starting position (both feet together), we started
the current condition. The system then colored the current
target to be reached in blue (see fig. 3c, 3d) and informed the
participant about the start of the trial with an additional au-
dio signal. Then, the participant moved the foot and tapped
the floor on the target position. We did not enforce the usage
of a specific foot but told the participants to use the foot
that seemed most comfortable for each trial. After tapping
the target, the system changed the target color to green to
inform the participant that the measurement was recorded
and that the participant should move the foot back to the
starting position. Once reached, the system waited 2 seconds
before proceeding to the next target.
We instructed the participants to focus on the accuracy

(tapping the center of the target) instead of the speed. Partic-
ipants did not receive any feedback regarding their perfor-
mance during the study. After each condition, participants
completed a NASA TLX [30] questionnaire and answered
questions regarding their experiences on a 5-point Likert-
scale (1: strongly disagree, 5: strongly agree). We further
enforced a 5-minute break between the conditions during
which we asked the participants for qualitative feedback in
a semi-structured interview. Each experiment took about 60
minutes per participant.

Analysis
We analyzed the recorded data using two-way repeated mea-
sures ANOVA. For the Likert questionnaires, we performed
an Aligned Rank Transformation as proposed by Wobbrock
et al. [67]. We tested the data for normality with Shapiro-
Wilk’s test and found no significant deviations.WhereMauch-
ly’s test indicated a violation of the assumption of sphericity,
we corrected the tests using the Greenhouse-Geisser method
and report the ϵ . When significant effects were revealed, we
used Bonferroni corrected pairwise t-tests for post-hoc anal-
ysis. We further report the eta-squared η2 as an estimate of
the effect size and use Cohen’s suggestions to classify the ef-
fect size [9]. As an estimate of the influence of the individual
factors, we report the estimated marginal mean (EMM) as
proposed by Searle et al. [56]. For the analysis of the NASA
TLX questionnaires, we used the raw method, indicating an
overall workload as described by Hart [30].

4 EXPERIMENT I: DIRECT INTERACTION
We conducted a controlled experiment investigating RQ1 and,
thus, focusing on direct interfaces using the visualization
on the floor as described in section 3. For this, we recruited
18 participants (6 female), aged between 21 and 30 years
(µ = 24.9, σ = 3.0), using our University’s mailing list. Three
of them had prior experience with AR. We excluded 7 out of
8748 trials as outliers due to technical problems.

Accuracy
We used the physical dimensions of the targets (visible on
the floor through the HMD) to classify the taps of the partic-
ipants as hits and errors to obtain an accuracy rate. The
analysis revealed that the number of rows had a signifi-
cant (F1.32,22.51 = 4.068, p < .05, ϵ = .662, η2 = .099)
influence on the accuracy with a small effect size. Post-
hoc tests confirmed significantly higher accuracy rates for
the 1-row (EMM µ = 98.9 %, σx = 0.6 %) and 2-row (EMM
µ = 99.1 %, σx = 0.6 %) conditions compared to the 3-row
(EMM µ = 96.8 %, σx = 0.6 %) conditions.
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Figure 4: Accuracy, Task-Completion Time and Raw TLX in both experiments. All error bars depict the standard error.

We could not find any significant influence of the number
of columns (F2,34 = .515, p > .05) or interaction effects
between both factors (F2.63,44.70 = 1.699, p > .05, ϵ = .657).
Overall, we found high accuracy rates up to the highest (3-
row, 6-column) condition (µ = 95.9%, σ = .5%). Figure 4a
(green) depicts the measured accuracy rates for all conditions.

Task Completion Time
The analysis unveiled that both, the number of rows (F2,34 =
14.47, p < .001, η2 = .059) and the number columns (F2,34 =
43.39, p < .001, η2 = .203) had a significant influence on the
task-completion time with a medium and large effect size,
respectively. We further found interaction effects between
the number of rows and the number of columns (F2.16,36.67 =
3.22, p < .05, ϵ = .539, η2 = .024) with a medium effect size.
Post-hoc tests confirmed significantly rising TCTs for

higher numbers of rows (1-row: EMM µ = 1.163 s, σx =
0.046 s, 2-row: EMM µ = 1.243 s, σx = 0.046 s, 3-row: EMM
µ = 1.445 s, σx = 0.046 s) between all levels (p < .05 be-
tween 1-row and 2-row, p < .001 otherwise). For the number
of columns, post-hoc tests showed significant differences
between the 2-column (EMM µ = 1.196 s, σx = 0.045 s)
and 6-column (EMM µ = 1.346 s, σx = 0.045 s) conditions
(p < .001) as well as between the 4-column (EMM µ = 1.310 s,
σx = 0.45 s) and the 6-column conditions. Figure 4b (green)
shows the TCTs for all conditions.

Footedness and Foot Used for the Interaction
We could not find any influence of the footedness of the
participants on the accuracy (F1,16 = .570, p > .05) nor on
the TCT (F1,16 = 1.42, p > .05). Interestingly, although we
left it up to the participants to decide which foot they wanted
to use, virtually all targets to the left of the participants’ line
of sight were performed with the left foot and vice versa
(µ > 96% for all conditions). Matching this, we found no
significant influences of the number of rows (F2,32 = .408,
p > .05), the number of columns (F1.21,19.28 = .292, p > .05,
ϵ = .603) or the footedness (F1,16 = .451, p > .05) on the foot
used for interaction.

Size of the Target Areas
We analyzed the influence of the target position (as target
row and target column) on the spread of the recorded tapping
positions. As a measurement for the spread of data, we cal-
culated individual 95% data probability ellipses (i.e., ellipses
containing 95% of the recorded points for this target) per
participants and compared the areas of these data ellipses.
The analysis showed a significant influence of the target

row on the area of the targets (F2,34 = 13.36, p < .001, η2 =
.04) with a small effect size. Post-hoc tests confirmed signifi-
cantly larger areas if the target was located in 3-row (EMM
µ = 0.0454m2, σx = 0.006m2) compared to 1-row (EMM
µ = 0.005m2, σx = 0.006m2) and 2-row (EMM µ = 0.008m2,
σx = 0.006m2), both p < .001. Despite rising means, we
could not observe significant effects between targets in the
1-row and 2-row conditions.

We could not find a significant influence of the target
column (F11,187 = 1.62, p > .05) nor interaction effects
between the number of rows and the number of columns
(F22,374 = 1.62, p > .05). We did not analyze the overlap be-
tween the target areas as the direct visualization limited the
size of the target areas. Figure 5 depicts the 95% data proba-
bility ellipses for the 4-column conditions and illustrates the
rising area sizes for targets in outer rows.

TLX andQuestionnaire
The RawNasa-TLX (RTLX) questionaire showed a significant
influence of the number of rows (F2,34 = 16.82, p < .001,
η2 = .047) with a small effect size. Post-hoc tests confirmed
a significant effect for the number of rows between the 1-
row (EMM µ = 21.4, σx = 3.28) and 2-row (EMM µ = 25.1,
σx = 3.28) conditions (p < .05), the 1-row and 3-row (EMM
µ = 29.2, σx = 3.28) conditions (p < .001) as well as between
the 2-row and 3-row conditions (p < .05).
We further found a significant influence of the number

of columns (F1.34,22.85 = 6.83, p < .01, ϵ = .672, η2 = .023)
with a small effect size. Post-hoc tests showed significant
differences between the 2-column (EMM µ = 22.2, σx = 3.3)
and 4-column (EMM µ = 26.0, σx = 3.3) conditions as well
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Figure 5: Scatter plots with 95% data probability ellipses for the 4-column conditions with direct interfaces in the first experi-
ment. All target areas can be separated. The outer (3-row) target areas are larger than the nearer targets.

as between the 2-column and 6-column (EMM µ = 27.5,
σx = 3.3) conditions. We could not find any interaction
effects between the factors (F4,68 = 2.28, p > .05). Figure 4c
(green) depicts the measured values for all conditions.

Confidence. Matching the quantitative results, the partici-
pants felt very confident that they hit the correct targets
across all conditions (see fig. 6). The analysis showed a sig-
nificant effect for the number of columns (F2,34 = 5.259,
p < .05). Post-hoc tests confirmed a significantly higher con-
fidence for 4-column conditions compared to 2-column and
6-column conditions (both p < .05). We could not find effects
for the number of rows (F2,34 = .831, p > .05) but interaction
effects between the two factors (F4,68 = 5.057, p < .01).

Convenience. We asked the participants how convenient they
felt with the layout to interact with information. The analy-
sis showed significant effects for both, the number of rows
(F2,34 = 23.984, p < .001) as well as the number of columns
(F2,34 = 7.891, p < .01). Post-hoc tests confirmed signifi-
cantly lower ratings for the 3-row conditions compared to
the other levels (both p < .001). Regarding the number of
columns, we found a significant difference between the 2-
column and 6-column conditions (p < .01). We could not
find interaction effects (F4,68 = 1.065, p > .05).

A closer look at the answers supports the statistical results
and, thus, the strong influence of the number of rows: All
but the 3-row conditions are rated predominantly positively.
Figure 6 depicts all answers from the participants.

Willingness to Use. Further, we asked the participants if they
would like to use this arrangement for interacting with
HMDs. The analysis showed a significant effect for both,
the number of rows (F2,34 = 8.938, p < .001) as well as the
number of columns (F2,34 = 6.087, p < .01). We could not
find interaction effects (F2,68 = 1.370, p > .05). Post-hoc

tests confirmed significantly lower ratings for the 3-row con-
ditions compared to 1-row (p < .001) and 2-row (p < .05)
conditions. For the number of columns, we found a signifi-
cant higher rating for the 4-column conditions compared to
the 6-column conditions (p < .01).

Again, the participants’ ratings for all but the 3-row condi-
tions were predominantly positive (see fig. 6 for all results).

Qualitative Feedback
In general, all participants appreciated the idea of foot-based
interactions with HMDs because it is “easy to use” (P6, P8,
P11, P12), and “not tiring [compared to the standard air-tap
interface of the Hololens]” (P8, P17).
Participants commented that the limitations of the used

hardware - “weight” (P1, P3, P4, P9), “field of view” (P5, P6,
P7, P8, P15) - had a strong influence on their comfort because
it because it forced them into an “unnatural” (P14) posture
during the study. P17 summarized: “Looking down all the
time is a bit exhausting for the neck. So I wouldn’t use it for
longer-lasting [interactions], but I would love this for quick
and short [interactions]”.

5 EXPERIMENT II: INDIRECT INTERACTION
We conducted a second experiment focussing on RQ2 and,
thus, on indirect interfaces using the visualization in front
of the participant as described in section 3. For this, we
recruited 18 participants (5 female), aged between 21 and 31
years (µ = 23.3, σ = 2.8), 3 left-footed, using our University’s
mailing list. None of them had prior experience with AR.
During the analysis, we excluded 16 out of 8748 trials as
outliers due to technical problems during recording.

Classification
In the first experiment, we used the physical dimensions of
the targets (visible as direct feedback on the floor) to calcu-
late the accuracy rates. However, we could not transfer this
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Figure 6: The participant’s answers to our questions for direct interfaces on a 5-point Likert-scale.

approach directly to the second experiment, as the partici-
pants interacted with an indirect visualization. There was,
therefore, no direct definition of the accuracy of the partici-
pants’ hits and misses. As a result, we started the analysis
with the construction of suitable classifiers.

We classified our data using support vector machines
(SVMs) and trained nine SVM classifiers according to our
nine conditions. For this, we divided each corresponding
partial data set into an 80% training set and a 20% test set.
We used the training sets to train per-condition SVMs with
radial kernels. To avoid over-fitting to the data, we used a 10-
fold cross-validation with 3 repetitions and used predictions
on the 20% test sets to assess the quality of the SVMs. Fur-
thermore, we trained per-participant SVMs and compared
the results to the models we trained with the data of all par-
ticipants. However, as there were only minor differences in
the accuracy rates (+/- 2%, depending on the condition), we
used the generalized models for further analysis.

Accuracy
We found that both independent variables, the number of
rows (F2,30 = 60.87, p < .001, η2 = .460) and the number of
columns (F2,30 = 11.61, p < .001, η2 = .082) had a significant
influence on the accuracy with a large and small effect size,
respectively. Post-hoc tests confirmed significantly lower
accuracy rates for a higher number of rows between all
groups (allp < .001) and between 2 and 6 (p < .001) as well as
4 and 6 columns (p < .05). We could not find any interaction
effects between the variables (F4,60 = 2.37, p > .05).
Interestingly, a closer look revealed that, as the number

of rows and columns increases, the falling accuracy is not
directly dependent on the number of resulting targets: In
both, the 1-row, 4-column condition as well as the 2-row,
2-column condition, the participants had to hit 4 different
targets. However, we found a significantly higher accuracy
rate for the 1-row, 4-column (µ = 98%, σ = 1.1%) condition
compared to the 2-row, 2-column (µ = 83.6%, σ = 13.4%)

condition (p < .01). We found the same effect for the 1-row,
6-column (µ = 85.1%, σ = 12.3%) condition compared to the
3-row, 2-column (µ = 69.7%, σ = 17.2%) condition (p < .01).
This indicates that the number of rows has a greater influence
on the accuracy than the number of columns.
Considering the EMM for the individual conditions, we

found a overall high accuracy rate for the 1-row (EMM
µ = 94.3 %, σx = 3 %) conditions. Figure 4a (red) depicts
the measured accuracy rates for all conditions.

Task Completion Time
The analysis unveiled that the number columns of the condi-
tion had a significant (F2,30 = 7.698, p < .01, η2 = .032) effect
on the task-completion time with a small effect size. Post-hoc
tests confirmed a significantly lower TCT for the 2-column
conditions (EMM µ = 1.495 s, σx = 0.044 s) compared to
the 6-column conditions (EMM µ = 1.585 s, σx = 0.044 s),
p < .001. With regard to the number of rows (EMM µ be-
tween 1.52 s and 1.54 s), we could not find any significant
influence (F2,30 = .307, p > .05). Also, we could not find
any interaction effects between the factors (F4,60 = 1.314,
p > .05). Figure 4b (red) depicts the TCTs for all conditions.

Footedness and Foot Used for the Interaction
We could not find any influence of the footedness of the
participants on the accuracy (F1,14 = .145, p > .05) nor on
the TCT (F1,14 = 2.08, p > .05).
As in the first experiment, almost all targets to the left

of the participants’ line of sight were performed with the
left foot and vice versa (µ > .97 for all conditions). Again,
we found no significant influences of the number of rows
(F1.27,17.74 = .044, p > .05, ϵ = .633), the number of columns
(F1.33,18.61 = .344, p > .05, ϵ = .665) or the footedness of
the participant (F1,14 = .048, p > .05) on the foot used for
interaction.
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Figure 7: Scatter plots with 95% data probability ellipses for the 4-column conditions with indirect interfaces in the second
experiment. While the data points for four columns can be separated, this is not possible for more than one row.

Size of the Target Areas
Again, the analysis showed a siginificant influence of the
target row on the area of the targets (F2,32 = 8.90, p < .001,
η2 = .027) with a small effect size. Post-hoc tests confirmed
significantly smaller areas if the target was in 1-row (EMM
µ = 0.042m2, σx = 0.009m2) compared to 3-row (EMM
µ = 0.074m2, σx = 0.009m2), p < .001. We could not find
a significant influence of the target column (F11,176 = 1.58,
p > .05) nor interaction effects (F22,352 = 1.02, p > .05).

Overlap
For conditions with multiple rows, there were noticeable
overlaps in the distribution of the tapping points (see fig. 7
for the 4 column conditions). As a measure for these overlaps,
we compared the number of points from adjacent targets in
the row direction and in the column direction that fell into
the 95% data ellipse of each target.

The analysis showed a significant difference between the
overlap in row and column direction (F1,17 = 324, p <
.001, ϵ = .890, η2 =) with a large effect size. Post-hoc tests
confirmed a significantly lower overlap in row direction
(µ = 4.0 %, σ = 3.7 %) compared to the column direction
(µ = 55.0 %, σ = 12.7 %), p < .001.

TLX andQuestionnaire
The analysis showed a significant influence of the number
of rows (F2,34 = 31.02, p < .001, η2 = .125) with a medium
effect size. Post-hoc tests confirmed a significantly higher
perceived cognitive load for higher numbers of rows (p <
.001 comparing 1-row and 3-row, p < .01 otherwise) from
EMM µ = 19.6, σx = 2.55 (1-row) over EMM µ = 25.0,
σx = 2.55 (2-row) to EMM µ = 30.5, σx = 2.55 (3-row).

We further found a significant influence of the number of
columns (F2,34 = 10.481, p < .001, η2 = .035) with a small
effect size. The post-hoc analysis showed rising estimated

marginal means (2-column: EMM µ = 22.6, σx = 2.53, 4-
column: EMM µ = 24.2, σx = 2.53, 6-column: EMM µ = 28.3,
σx = 2.53) with significant differences between 2 and 6
columns (p < .001) as well as between 4 and 6 columns
(p < .05). We could not observe interaction effects between
the number of rows and the number of columns (F4,68 = .447,
p > .05). Figure 4c (red) depicts the measured values.

Confidence. We asked the participants how confident they
felt to have hit the correct targets. We found significant ef-
fects for both, the number of rows (F2,34 = 22.711, p < .001)
as well as the number of columns (F2,34 = 35.345, p < .001).
Post-hoc tests confirmed significantly higher confidence rat-
ings for 1-row conditions compared to 2-row and 3-row con-
ditions (bothp < .001). For the number of columns, we found
signifigantly rising ratings between all levels (all p < .001).
We could not find interaction effects (F4,68 = .185, p > .05).

The absolute numbers (see fig. 8) show a high agreement
for all 1-row conditionswith decreasing confidence for higher
numbers. Interestingly, the majority of the participants were
convinced that they could keep the targets apart for all con-
ditions (except 3-row, 6-column).

Convenience. We further asked the participants how con-
venient the layout felt to interact with information. The
analysis showed significant effects for both, the number of
rows (F2,34 = 56.462, p < .001) and the number of columns
(F2,34 = 8.203, p < .01). Post-hoc tests confirmed signifi-
cantly falling ratings for higher numbers of rows between
all levels (all p < .001). Regarding the number of columns,
we found significantly lower ratings for the 6-column con-
ditions compared to the 2-column (p < .01) and 4-column
(p < .05) conditions. We could not find interaction effects
(F4,68 = 1.947, p > .05).

All but the 3-row, 6-column condition were rated predom-
inantly positive.
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Figure 8: The participant’s answers to our questions for indirect interfaces on a 5-point Likert-scale.

Willingness to Use. As the last question, we asked the partici-
pants if they would like to use this arrangement for interact-
ing with HMDs. The analysis showed a significant effect for
the number of rows (F2,34 = 26.849, p < .001) and the num-
ber of columns (F2,34 = 3.600, p < .05) as well as interaction
effects between the factors (F4,68 = 3.286, p < .05). Post-hoc
tests confirmed significantly lower ratings for the 3-row con-
ditions compared to the 1-row and 2-row conditions (both
p < .001). For the number of columns, post-hoc tests did not
confirm significant differences.

Qualitative Feedback
In general, all participants appreciated the idea of being able
to interact with HMDs using their feet without looking at
the floor. When asked for the reasons, participants told us
that this interaction modality felt “novel” (P1), “fun to use”
(P12) and “very easy to perform in addition to other tasks”
(P15) as the “hands are not needed” (P18) and “it’s a low
effort extension [. . . ] to interact” (P9). Participants found the
“radial placement” (P11) of the targets “nice” (P11) and had
the feeling that different columns were “relatively easy to
discern” (P7). Four of the participants felt “unsure” (P2, P5,
P11, P12) about their performance with multiple rows. P11
even perceived more than one row as “inconvenient”. P18
summarized: This “feels quite naturally in comparison to the
strange in-air gestures that are used for the Hololens”.

6 COMPARISON OF INTERACTION TECHNIQUES
We compared the two techniques using two-way RMANOVA
with the interaction method as a between-subjects factor.

Accuracy
We found a significant effect of the interaction method on
the accuracy with a large effect size (F1,32 = 133.00, p < .001,
η2 = .386). Post-hoc tests confirmed significantly higher
accuracy rates for direct (EMM µ = 98.9 %, σx = 1.4 %) com-
pared to indirect (EMM µ = 78.0 %, σx = 1.4 %) (p < .001).

Task Completion Time
The analysis unveiled a significant effect of the interaction
method on the TCT with a large effect size (F1,32 = 17.8, p <
.001, η2 = .220). Post-hoc tests confirmed significantly lower
TCTs for direct (EMM µ = 1.277 s, σx = 0.042 s) compared
to indirect (EMM µ = 1.529 s, σx = 0.042 s) (p < .001).

Size of Target Areas
We found a significant effect of the interaction method on the
size of the target areas with a small effect size (F1,33 = 19.7,
p < .001, η2 = .042). Post-hoc tests confirmed significantly
smaller areas for direct (EMM µ = 0.019m2, σx = 0.006m2)
compared to indirect (EMM µ = 0.055m2, σx = 0.006m2)
interactions (p < .001).

TLX andQuestionaire
The analysis did not show significant effect of the interaction
method on the raw TLX (F1,34 = .002, p > .05). We found a
significant influence of the interaction method on the con-
fidence (F1,34 = 14.05, p < .001). Post-hoc tests confirmed
significantly higher ratings for direct compared to indirect
(p < .001). We could not find significant effects of the inter-
action method on the convenience (F1,34 = 1.83, p > .05) or
on the willingness to use (F1,34 = 1.53, p > .05).

7 DISCUSSION AND GUIDELINES
The results of our controlled experiments suggest that foot-
taps provide a viable interaction technique for HMDs. In
both experiments, the evaluation showed TCTs suitable for
fast interactions. While we found significantly increasing
TCTs for finer subdivisions of direct interfaces, the TCTs
of indirect interfaces were stable across all conditions with
only slight differences (see fig. 4b). Interestingly, for higher
subdivisions, the TCT seem to converge between both styles.
Based on the analysis of the two interaction styles, we

developed the following guidelines.
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Favour the Division into Columns over Rows
Our results suggest that finer subdivision through higher
numbers of rows have a greater impact on the accuracy than
finer subdivisions through the addition of columns. This
impression was further supported for indirect interfaces by
investigating the overlap of the individual target areas: We
found a significantly larger overlap within a column (i.e., be-
tween several rows) compared with the overlap within a row
(i.e., between several columns). Also, in both experiments, we
found a significantly growing spread of the tapping points
for targets in more distant target rows (see fig. 7).

Therefore, we propose to favor the division into columns
over rows when designing such interfaces.

Use indirect interfaces for longer-term interactions
that require less accuracy
As expected, the accuracy rates for indirect interactions were
significantly lower compared to direct interactions. However,
the difference was very low for the 1-row conditions, or even
negligible for 2 and 4 targets (see fig. 4a). Together with the
differing overlaps in the row and column directions discussed
above, this leads us to the conclusion that the participants
- despite opposite self-perception - had great difficulties in
distinguishing between different rows and, thus, the use of
multiple rows for indirect interfaces is not feasible. Regarding
the Likert-questionnaires and the qualitative feedback, we
found greater popularity of the indirect interfaces.

Taken together the greater enthusiasm, aswell as the lower
TLX scores (for 1-row subdivisions), we recommend the use
of indirect interfaces for most situations. In particular, this
applies to situations where 1) a lower number of options is
sufficient and 2) a restricted view (as in the direct interfaces,
where the head is directed to the floor) could be problematic.
Based on the analysis, we propose a 1-row, 4-column layout
for indirect interfaces.

Use direct interfaces for short-term and fine-grained
interactions
Direct interfaces delivered significantly higher accuracy rates
compared to indirect interfaces. However, the analysis of
qualitative feedback and answers in the Likert questionnaires
showed a clear preference of participants for indirect inter-
faces. We assume that the limitations of the hardware used
in the experiment (e.g., weight, field of view) have a con-
siderable influence on the opinion. However, in particular
the downward head posture seems to be rejected by the
participants for longer-term interactions in general.

Therefore, we suggest the use of direct interfaces for short-
term interactions requiring high accuracy and a large num-
ber of input options. For such interfaces, a high degree of
accuracy is still achieved with 3-row, 6-column layouts.

8 LIMITATIONS AND FUTUREWORK
The design and results of our experiments impose some
limitations and directions for future work.

Layout of the Targets
We used a fixed semicircular grid of targets. We chose this
layout because of the natural reachability of targets from a
fixed standing position. However, other shapes (e.g., rectan-
gular, oval) and arrangements (e.g., not equally sized targets)
could also be considered for future work. This is of particular
interest as our experiment showed a larger spread for targets
further away from the participant.

Feedback for Indirect Interaction
We did not show the participants any feedback about the
position of their feet during the indirect experiment. Such
additional feedback could strongly influence the performance
of the participants. We chose this approach to investigate
the ability of users to use indirect interfaces without visual
feedback and, thus, create a baseline for future work.

Other Styles of Interaction
We concentrated on interfaces, which, as an analogy to
the traditional point-and-click interfaces, are operated with
foot-taps. Other interaction styles, such as gestures for fine-
granular control or taps with different parts of the foot (e.g.,
heel) may be beneficial for the future use of HMDs.

The Midas Tap Problem
Similar to the Midas Touch Problem [34] in eye gaze tracking,
it is challenging to separate intentional input from natural
motion when using foot-based input. A possible solution
could be a special foot input mode, activated using a sec-
ondary input modality such as a toggle on the HMD or gaze
interaction in the user interface. For direct interfaces, just
looking at the ground may be sufficient to activate this mode,
as actions are only triggered after a subsequent tap. Further,
sensor-based gait detection [12, 34] allows to only enable
foot input while standing and, thus, help to prevent erro-
neous activation. Further work in this field is necessary to
conclude on the Midas Tap problem.

9 CONCLUSION
We explored foot-taps as a direct and indirect input modality
for HMDs. The results confirmed the viability of foot-taps
for accurate and pleasant interaction. Based on the results,
we derived guidelines for the design of such user interfaces.
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