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Figure 1: Trilaterate is a fabrication pipeline that enables users to 3D print hover-, touch-, and force-sensitive objects. 

ABSTRACT 

Hover, touch, and force are promising input modalities that 
get increasingly integrated into screens and everyday objects. 
However, these interactions are often limited to fat surfaces 
and the integration of suitable sensors is time-consuming 
and costly. To alleviate these limitations, we contribute Tri-
laterate: A fabrication pipeline to 3D print custom objects 
that detect the 3D position of a fnger hovering, touching, 
or forcing them by combining multiple capacitance mea-
surements via capacitive trilateration. Trilaterate places and 
routes actively-shielded sensors inside the object and op-
erates on consumer-level 3D printers. We present techni-
cal evaluations and example applications that validate and 
demonstrate the wide applicability of Trilaterate. 

CCS CONCEPTS 

• Human-centered computing → Interaction devices; 
• Hardware → Tactile and hand-based interfaces; 
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Interaction through touch has become one of the most com-
mon input modalities. Alongside the popularity of touch-
screens (e.g. smartphones, monitors, or tablets), touch sens-
ing is increasingly being integrated into everyday objects, 
such as watches, desk lamps, or hobs. 

However, conventional touch sensing is often constrained 
to contact detection at a few predefned locations (e.g. touch 
to toggle a desk lamp) or rectangular touchpanels, that are 
fundamentally limited to developable surfaces. Therefore, 
research has explored touch sensing on more complex sur-
faces using, for instance, electric feld tomography [64] or 
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time domain refectometry [63]. While applicable to a wide 
variety of objects, these approaches often require additional 
assembly or only detect whether there is a touch or not. That 
is, they neglect the force exerted while touching, which has 
been identifed as a promising additional input dimension by 
research and industry to enrich the expressiveness of touch. 
Hence, various approaches utilize resistive [30, 40, 41], op-
tical [61], acoustic [24, 35], or capacitive [31, 47] sensors to 
capture force input. However, these approaches are still of-
ten limited to developable surfaces, require time-consuming 
assembly, sense interactions only at a few dedicated areas, or 
require considerable efort to route and connect electronics. 

In this paper, we contribute Trilaterate: a fabrication pipe-
line to create custom 3D-printed objects that recognize a 
continuous 3D position of a fnger hovering above, touching 
on or pressing inside them at various levels (see Figure 1). 
By distributing multiple capacitive sensors in the object, we 
estimate the fnger’s position in 3D space using capacitive 
trilateration as proposed by Zimmerman et al. [66]. Using 
this approach, Trilaterate does not require a distinct sensor 
for each interactive area but instead covers the whole sur-
face and surrounding of the object. Also, it automatically 
embeds and routes electrodes in a wide variety of 3D objects. 
Fabricated objects consist of compressible and conductive 
structures and are created in a single pass with consumer-
level 3D printers and materials. Finally, a sensor board has 
to be only connected to the outside of the object. 
Using multi-material 3D printing, Trilaterate strives to 

enable users to fabricate a wide variety of hover-, touch-, 
and force-sensitive 3D objects that provide more expressive 
and interactions with less assembly efort. By printing all 
sensing structures in a single pass, we contribute to the vision 
of interactive devices that are printed all at once rather than 
being assembled [62]. 
In summary, this paper contributes: 
(1) A fabrication pipeline to autogenerate and 3D print 

trilateration sensors of-the-shelf in a single pass. 
(2) A combination of 3D printing and capacitive trilatera-

tion to sense force, touch and hover with 3D objects. 
(3) An evaluation of the 3D position and force accuracy. 

2 RELATED WORK 

This paper is situated in 3D proximity input, deformation 
input and digital fabrication of interactive 3D objects. 

3D Proximity Input 
Prior research has investigated the combination of multiple 
capacitive measurements for 3D hovering input. Fundamen-
tal works by Smith et al. and Zimmerman et al. allow sensing 
of hand geometry [51], 3D fnger position [52, 66], and hand 

gestures [50]. More recently, research has continued to ex-
plore sensing of 3D gestures [1, 10], objects [2, 15], or hand 
posture [27]. Such sensing is also combined with screens 
to detect gestures [25], grasp [8], or fne-grained hovering 
[19]. While widely used, they utilize fxed-form sensors that 
need to be assembled to the objects or placed in the environ-
ment, which is time-consuming. Further, a broader variety 
of objects are supported by Trilaterate as sensors are not of 
fxed form but are dynamically generated according to the 
geometry of the object. 

Deformation Input 
Prior works explore deformation-based input as a compelling 
and engaging input modality. Deformation sensing can be 
achieved by embedding sensors into objects [36, 55–57, 59, 
61], by conductive foams [29–31], or by using optical sens-
ing [11, 18, 39, 53, 54, 60]. Other approaches employ resis-
tive [3, 12, 49], capacitive [33], or piezoelectric foils [40, 41]. 
While many of these approaches capture deformations in 
high fdelity, they require additional assembly steps inside 
the object or on its surface or are only applicable on devel-
opable surfaces. 

Regarding fabrication, Bächer et al. [3] are probably most 
closely related to our approach. They contribute a compu-
tational approach to design and reconstruct complex defor-
mations in 3D-printed objects by using resistive sensing. 
However, objects must be manually equipped with wires 
which are not routed to the same location. Moreover, they 
focus entirely on global deformation sensing, i.e. the shape 
of an object is deformed at a global scale (e.g. bending an 
arm). In contrast, we focus on hover, touch, and local force 
sensing on the surface of an object without globally deform-
ing it. Also, Trilaterate objects are printed in a single pass 
and require further assembly only outside of the object. 

Digital Fabrication of Interactive 3D Objects 
Many works embed electrical components in non-interactive 
objects to make them interactive. This can be achieved by 
mounting capacitive [42] and acoustic [34] sensors, or by 
embedding cameras [43], accelerometers [20] and mobile 
devices [26]. While these approaches require only a few 
components, they need assembly efort or only work with 
objects that are hollow and can be opened after printing. 
Another stream of research is investigating how digital 

fabrication can be used to create customized interactive ele-
ments. This includes the creation of input and output func-
tions in 3D-printed objects by light pipes [6, 62], by manually 
flling internal pipes with media after printing [44], or by 
pipes transmitting sound [24]. Other approaches print touch-
sensitive objects using a conductive spray [22], conductive 
plastic [7, 23, 28, 45–47] or conductive ink [13, 14, 32, 65]. In 
order to achieve a high resolution, these approaches require 



          
          

          
         

           
           

         
        

       
            

         
       

         
        
        

   

        
       

        

  

         
         

        
         

         
       

        
        

        
        

        
      

           
           
          

         

          
            
        
         

           
          

           
        

          
          

       
          

            

          
         

             
           

           

         
       

          
     

          
       

         
          

        
             

            
          

  

         
         

         
         

        
          

            
          
        
          

            
   

         
       

        
        

           
          

         
          
         

         

many sensors, which each need to be connected with a sin-
gle conducting trace. As there is only limited routing space 
inside the 3D object, this often limits the maximal resolution 
to a few distinct interactive areas. In contrast, Trilaterate 
covers a broader area of an object with fewer sensors at com-
parable accuracy. That is, fewer traces need to be routed in 
the object, which eases the design, fabrication, and assembly. 

Moreover, 3D printing is investigated for the fne-grained 
design of deformation behavior of non-interactive objects 
[4, 37, 38, 48] or the production of soft objects [21]. Vázquez 
et al. provide 3D-printed pneumatic controls that can detect 
various deformations, but require airtight hardware [58]. 

Adding to this body of research, Trilaterate objects are 
entirely 3D-printed and require less assembly efort while 
sensing hover, touch, and force on non-developable objects. 

3 TRILATERATE OVERVIEW 

This section introduces the sensing principle underlying our 
approach and describes the Trilaterate fabrication pipeline 
to create objects using an existing 3D model. 

Sensing Principle 

A Trilaterate object is a 3D-printed material composite, which 
consists of three primary functional structures (see Figure 2A): 
(1) Electrodes and traces, i.e. conducting paths to elec-

trodes, are fully 3D-printed in the object and used 
for capacitive sensing. They are made of a conductive 
polymer and connected to a sensor board. 

(2) Shields encapsulate all non-sensitive areas of electrodes 
and conducting traces to prevent them from being in-
fuenced by stray capacitance except in a predefned 
spherical segment of detection. They are printed with 
the same conductive polymer as electrodes and traces 
but are electrically separated from them. 

(3) All insulating parts of the object are defned as padding. 
It is a dielectric structure that is made of either rigid 
or fexible material. In the latter case, it allows the 
3D-printed object to deform in order to detect force. 

As illustrated in Figure 2, the electrodes are distributed in 
the object so that the interaction of a fnger can be detected. 
For each electrode, the capacitance is continuously measured 
for a predefned spherical segment, i.e. a conical portion 
of a sphere (see Figure 2A). Assuming a human fnger, the 
capacitance ce measured at an electrode e equals a distance 
de in the spherical segment where a fnger might be expected. 
Hence, the combined capacitances of multiple electrodes can 
be used to trilaterate the fnger position at the intersection 
of the boundaries of all spherical segments (see Figure 2B). 

As trilateration requires exact distance measurements, the 
traces are actively shielded to only be sensitive at the elec-
trode itself. To that end, the shield is driven at the same 

Figure 2: The principle of capacitive trilateration in 2D: The 
capacitance measured at a single electrode implies a fnger 
on the circular arc in its segment with distance di (B). For 2D, 
at least three electrodes need to be combined to estimate the 
position of the fnger at the intersection point of all circles. 

voltage potential of the electrodes and traces. Hence, no 
capacitive coupling occurs between shield and trace. Fur-
ther, any external interference is coupled to the shield with 
minimal interaction with the traces. 
Of note is, that Trilaterate supports sensing on thin and 

perforated surfaces as the trilateration principle, compared 
to prior approaches (cf. [46, 64]), decouples the object sur-
face from the electrodes. That is, the electrodes may also 
be placed below a fne-grained 3D-printed object (see Fig-
ure 9D). Using our setup, such objects may have a size of up 
to 65×56×40 mm. By varying the size of the electrodes or the 
sensitivity of the sensor, this range may be further extended. 

Fabrication Pipeline 

As illustrated in Figure 3, the Trilaterate fabrication pipeline 
consists of three steps to create an interactive object: 

1. Generating Sensing Structures. First, a user loads a volu-
metric 3D model into the Trilaterate object generator. Second, 
the application automatically creates and places the required 
electrodes (see Figure 3B). Third, it routes all necessary traces 
and shields to the bottom of the object (specifed by the user), 
so that no assembly inside the object is necessary (see Fig-
ure 3C). Users may specify individual properties (sensors 
size, trace thickness, etc.) or direct the creation of the elec-
trodes by selecting a subvolume of the object in the 3D view 
of the generator. 

2. Printing. The object generator is able to export printer-
ready fabrication fles for conductive structures and insulat-
ing padding. They are processed with the printer-specifc 
slicing software and then 3D-printed (see Figure 3D). 

3. Sensing User Input. To connect the object to the sensor 
board, the user attaches shielded wires to its bottom (see Fig-
ure 3E). If desired, the generator application supports ending 
all traces in a regularly-spaced grid (e.g. to connect standard 
pin headers). After a per-user calibration, the sensor board 
sends the measurement to a host computer for processing. 



                 
                     

    

      
         

       
           
          
        

         
       

         
        

         
           
    

  

       
         

           
         

          
          

        
        

           
           

          
           

            
        

           
          

        
            

          
       

  

          
           

         
            

          
          

            
        

        
          

        
       

              
  

          
           

            
         

           
        

        
       
         

            
        

        
       

            
           
        

        
           

   

        
        

            
           

         
      

 
     

  

Figure 3: The Trilaterate fabrication pipeline: Electrodes and conducting traces are created automatically in the 3D model 
using a graphical application. After 3D printing, the object is connected to the sensor board and can be used for interaction. 

4 GENERATING SENSING STRUCTURES 

Trilaterate utilizes multiple capacitive electrodes to trilat-
erate a human fnger. Applying this approach to complex 
3D-printable models raises two main challenges: First, elec-
trodes need to be distributed inside the limited volume of the 
object such that interactions with the whole object can be 
sensed through trilateration. Second, the electrodes need to 
be connected through conducting traces to the sensor board 
without interfering with other electrodes or traces. 

In the following, we contribute a spherical electrode layout 
and an algorithm to fully-automatically place electrodes for 
trilateration in volumetric 3D models. We further report on 
the routing of traces from electrodes to the sensor board and 
on the implementation details. 

Electrode Layout 
Capacitive electrodes are commonly implemented as planar 
plates of conductive material connected to a capacitive sensor 
through a thin trace. While plates are well suited when the 
sensing direction is known, the sensing direction for our 
approach is unknown at the design time. As the electrodes 
need to be equally sensitive in all direction, we generate 
spherical electrodes (see the spheres in Figure 3A). 
Since the whole conductive material connected to a sen-

sor acts as a capacitive electrode to a varying degree, the 
traces are shielded actively to restrict the sensitive area to the 
electrodes. In order to direct the sensitivity of an electrode 
in a particular direction, it can also be partly shielded. As 
depicted in Figure 3A, the shield may be extended to cover a 
confgurable spherical segment around the electrode. That is, 
a user may vary the aperture angle of the spherical segment 
using the Trilaterate object generator (see Figure 5). As a 
consequence, the electrode is only sensitive in directions 
without a shield. If a higher precision in an area is required, 
more electrodes can be placed and directed towards it by 
selecting a subvolume in the object generator. 

Electrode Placement 
Finding a suitable distribution of a limited set of electrodes 
inside the (sub) volume of the object is essential for assuring 

a uniform sensitivity across the whole object. Also, the distri-
bution must ensure that each surface point of the object is as 
close as possible to at least four electrodes required for trilat-
eration in 3D space. However, the number of electrodes that 
can be placed in the object is limited by its volume, wiring 
constraints, and the number of sensor channels available. 
Therefore, we propose an algorithm called Remove Least 

Utility: It flls the volume of the object entirely with elec-
trodes and then iteratively removes all electrodes whose 
absence would degrade the expected sensing performance 
of the object the least for a given set of surface points S (see 
Figure 3B). 

Surface Points. As we want to sense across the whole sur-
face of the object uniformly, we defne the set of surface 
points S as follows: The object is partitioned into a set of 
uniformly sized voxels that resembles the volume of the ob-
ject. All voxels intersecting with the surface of the object are 
marked as a surface point s ∈ S . 
A naive approach would resemble surface points by ver-

tices. However, this would prioritize higher tesselated re-
gions of the object. Nevertheless, users may disable or prior-
itize sensing in some regions of the object by adjusting S or 
by changing the size of the voxel itself. 

Initial Electrode Confguration. As the algorithm is based 
on iteratively removing electrode, an initial electrode con-
fguration E needs to be generated in the 3D object. To that 
end, electrodes are created at each voxel that is not a sur-
face point. To avoid unwanted electrical connections, an 
adjustable safety distance is kept between electrodes. That 
is, all voxels inside the safety distance of an already created 
electrode are blocked. 

Performance Heuristic. In order to estimate the expected 
performance of an electrode confguration E, a heuristic 
for a set of surface points S is required. As trilateration in 
3D requires at least four electrodes, we employ the sum of 
squared distances to the nearest four electrodes with respect 
to a single surface point s: Õ 

d4s (E) = d(s, e)2 

e ∈E′ 



           
         

          
          

          
          

               
         

     
          

           
         

  
  

   

           
         

            
         
           

        
            

            
       
          

            
           

        
           

        
        

         
         
     

   

           
             

           
        

           
          

            
         

         
         

        
           

             
          

             
        

         
           

           
         
        

           
             

 

   

        
       

            
       

         
            
            

          
          

          
            

       

  

           
        

           
          

          
        

        
         

        
        
         

Figure 4: The electrodes E are distributed in a pyramid object 
with dashed surface points S . |E | electrode confgurations are 
computed, each time removing a single electrode e from the 
set. By comparing the performance P(Ee ) of each electrode 
confguration Ee , the electrode e whose removal still leads 
to the best overall performance is removed from the object. 

′where E = {e |e ∈ E, e one of the four nearest points to s}. 
This also takes into account that the nearest electrodes con-
tribute the most sensitive measurements. 
As illustrated in Figure 4, the performance P(E) of an 

electrode confguration E is then defned as the sum of sums 
of all inverted squared distances for all surface points:Õ 1 

P(E) = 
d4s (E)s ∈S 

That is, smaller distances result in higher sums, and, thus, a 
better confguration E results in a better performance P(E). 

Culling. Let E be the set of all electrodes in an iteration. 
To determine which electrode to remove in each iteration, 
the algorithm proceeds as follows: For all electrodes in E the 
estimated performance P(Ee ) of the electrode confguration 
Ee without e , i.e. Ee = E\{e}, is computed. That is, the algo-
rithm creates a copy of the current set of electrodes with one 
electrode removed and calculates the expected performance. 

′Finally, the electrode e whose absence still results in the 
best overall performance P(Ee ′ ) is removed. That is, Ee ′ is 
used as the set of electrodes for the next iteration. The al-
gorithm terminates when the number of electrodes equals 
the available input channels (eight in our case) or when the 
expected overall performance P(Ee ′ ) falls below a confg-
urable threshold. Since the algorithm does not exclusively 
optimize the electrode positions but considers their efect on 
all surface points, it implicitly optimizes the spatial coverage 
of the surface with electrodes. 

Routing of Traces 
In order to connect the sensor board, traces and shields need 
to be routed to the bottom of the object (see Figure 3C). To 
that end, the voxelization of the object is transformed into a 
traversable graph structure where each voxel is represented 
as a node and two nodes whose voxels are neighbors are con-
nected via an edge. Then, Trilaterate fnds the shortest routes 
for traces in this graph using the A* algorithm (cf. [44]) and 
the Manhattan distance as the heuristic to determine which 

Figure 5: The Trilaterate object generator enables users to 
confgure properties (e.g. the width of sensing structures) of 
the autogeneration (A). Users can assess the expected sens-
ing performance with respect to the surface of the object (B). 

voxel to expand next. A voxel is only used once by a single 
trace because all traces need to be electrically separated. As 
a result of our evaluation, voxels that are in the line of sight 
between electrodes and surface points are downgraded for 
routing (but not forbidden to support narrow passages). Also, 
the sequence of routing traces is an important factor for (1) 
trace length and (2) whether an electrode is connected at all. 
As all permutations cannot be reasonably tested, we employ 
the Lin-Kernighan heuristic to decide which electrode should 
be routed next. If an electrode cannot be connected (e.g. due 
to lack of space), the user is asked to reduce the number of 
electrodes. 

Generating Printer-Ready Models 
As multi-material 3D printing requires distinct 3D models 
for insulating and conductive materials, all conductive struc-
tures are removed from the 3D model of the object by using 
boolean subtraction based on constructive solid geometry. 
Before printing, users may assess the expected accuracy, i.e. 
a surface point is colored red if more than four electrodes are 
in line-of-sight of it, in the 3D view of the object generator 
(see Figure 5B). The positions of the electrodes inside the 
volume and the position of their respective trace ends are 
shown in the object generator and saved to a confguration 
fle. After printing, the fle is used in sensing to map each 
measurement to the position of an electrode. 

Implementation Details 
The object generator (see Figure 5) is written in Python and 
OpenSCAD. It calculates the distribution of electrodes inside 
the volume of the object selected by the user and routes 
the traces from those electrodes to interface points at the 
bottom of the object. The tool employs a plugin mechanism 
to change diferent distribution and routing strategies easily. 
Also, users may optionally confgure various properties (e.g. 
the size and thickness of electrodes, traces, shielding, or 
padding). These parameters, the electrode positions, and the 
trace paths are automatically passed to OpenSCAD scripts 
inside the object generator to create the printer-ready fles. 



  

            
       

 

        
           

        
        

       
       

           
          

              
         

          
           

           
       

          
           
             

        
          

     

      

        
          

            
           
         

         
        

         
           

         
            

           
          

       
        

       
         

          
          

          
        

          
      

    

         
           

        
           

         
          

    

         
               

               
        

            
         

    
        

          
          

           
        
        

           
           
   

          

         
          

 
       

  

     

           
          
          

            
          

        
         
             
           

          
        

  
        

 

 
 

            
       

             
          

        
        

5 PRINTING 

In the following, we detail on the setup and guidelines to 3D 
print objects using the generated printer-ready models. 

Setup 

We decided to implement our approach using consumer-level 
3D printers and materials as this makes it accessible to a 
broader audience. We used standard multi-material FDM 3D 
printers (BCN3D Sigma and Prusa MK3 MMU2) and commer-
cially available printing materials. The conductive structures 
consist of carbon-doped Proto-pasta Conductive PLA (cPLA) 
with a volume resistivity of 30 – 115 Ωcm. We printed con-
ductive and insulating material with a 0.4 mm thick nozzle 
at a temperature of 230 °C. We used a heated bed (40 °C), the 
cooling fan and retraction (5 mm at 20 mm/s). 
Depending on the use case, the padding can be printed 

either with rigid PLA (only hover and touch) or fexible TPU 
(also force). We utilized Verbatim PLA at 210 °C for rigid 
objects and NinjaFlex TPU, a Polyurethane composition (ma-
terial shore hardness 85A), at 230 °C for deformable objects. 
We experienced an infll density of 20 %, i.e. deformability of 
up to 1/5 of the original thickness, for the padding to result in 
adequate sensing performance. The density may be adjusted 
to vary the deformability (e.g. to ft a use case). 

Guidelines for Generating & Printing 

Our tests revealed the following guidelines: 

Electrode Trace Ratio. The most important parameter apart 
from maximizing electrode size is the diameter of the traces 
of the electrode. As a general rule, these should be made as 
wide as possible without causing the entire trace to be wider 
than the electrode itself. Having wider traces both lowers 
the chance of a printing artifact interrupting the electrical 
connection as well as reducing the electrical resistance, re-
sulting in higher capacitive sensitivity. For our setup, the 
voxels used for routing have an edge length of 11 mm. 

Shield Width. The width of the shielding is less impor-
tant because small holes in it do not afect the electric feld 
between traces and shielding in our tests. For our setup, a 
shielding width of two nozzle widths (0.8 mm) proved to 
provide sufcient shielding and conductivity. The shielding 
must be electrically separated from traces and electrodes. 

Spacing Between Materials. The conductive structures are 
generated based on the parameters above and are then sub-
tracted from the model of the object. However, our tests 
revealed that both models should be separated by a small 
margin to improve the printing quality. To that end, the ob-
ject generator computes all conductive structures with an 
increased thickness (in our case 0.1 mm) for subtraction. The 
original model is used for printing. 

6 SENSING USER INPUT 

Using the capacitances measured at all electrode, distances to 
the fnger can be calculated and combined into a 3D position 
estimate using trilateration. By examining the relation of 
the 3D position estimate to the surface of the object, the 
interaction type (i.e. hover, touch, or force) is determined. 
This process requires three steps, as detailed in the following: 

1. Capacitance to Distance 

Using the measured capacitance C and the parallel plate 
model C = ϵ Ad , the distance of a fnger to each electrode 
can be estimated by d = ϵ A . While A and ϵ are constant C
during sensing, the capacitance C measured by each elec-
trode directly relates to a distance d (cf. [66]). Instead of the 
parallel plate model, other capacitor models can be employed 
to compute these distances. 
As the measured capacitances difer in their magnitude 

due to variations in the environment, trace length, and print 
quality, a reference capacitance cr (e) with a known distance 
dr (e) is required for every electrode e to obtain absolute dis-
tances. All reference capacitances are recorded during a cali-
bration: The user is instructed to touch randomly-distributed 
points on the surface that are highlighted on the 3D model 
of the object on a screen. All distances are computed relative 
to these references. 

Using the reference capacitance cr (e) and its distance dr (e)
of an electrode e combined with the measured capacitance 
cm (e), the distance dm (e) is calculated as follows: 

1 
dm (e) = dr (e) ∗ cr (e) ∗ 

cm (e) 

2. Distance to 3D Position 

Once the distances of the fnger to the electrodes are known, 
the 3D point of interaction can be calculated via trilateration. 
As the distance values are noisy and hence exhibit jitter, 
there does not exist a single position in space that has the 
exact distances to all electrodes. This position rather has to 
be approximated via an optimization algorithm. We employ 
a BFGS-based optimization algorithm that shifts a point p 
in 3D space such as to minimize the value of a loss function. 
As the loss function L, we use the mean squared diferences 
between the Euclidean distance of the point p towards an 
electrode e and the measured distance dm (e): 

1 Õ 
L(p) = ∗ (| |p − e | | − dm (e))

2 

|E | 
e ∈E 

That is, the algorithm shifts the point p in space in order to
minimize the deviation between the model-based distance 
| |p −e | | and its measured distance dm (e) for all electrodes e ∈ 
E. After convergence, the algorithm returns a 3D position pi 
which represents the least deviation between actual and 
measured distances with respect to the loss function. 



           
         

          
             

    

      

         
             

            
           

           
           

            
           

  

         
         

         
          
           

        
         
           

        
          
            

          
        

         
          

          
         
         

          
            

            
             

          

       
          

          
          

          
            

        
           
           

             
     

       
           

      
            

           
      

  

          
            

           
       

           
          

           
          

           
         

           
        

            
          

          
           

          
         

           
           

     
          

        
       

        
         
         

           
            

  

         
          

While, in general, four distances are required to estimate 7 EVALUATION 
a 3D position, an arbitrary number of electrodes may con-
tribute to the estimation. However, if an electrode is blocked 
by a trace or shield (i.e. its value is implausibly small), it is 
excluded from the estimation. 

3. 3D Position to Interaction Type 

The type of interaction is obtained by determining the dis-
tance | |pi − s | | of the 3D position of interaction pi towards 
the nearest point s on the surface of the object. If the posi-
tion lies outside of the object, the interaction is classifed as 
hover. If the position lies on the surface (within a narrow 
threshold), it is classifed as touch. If the position lies within 
the object, it is classifed as force. For hover and force, the 
distance | |pi − s | | is used as the level of intensity. 

Implementation Details 
Sensor Board. The 3D-printed object is connected to a sen-

sor board. It receives the capacitance measurements of the 
connected electrodes and forwards them to a host computer. 
The developed sensor board consists of an Arduino Nano V3 
used for the serial connection to the host computer, as well 
as multiple capacitive sensing ICs. We employ single capaci-
tance sensors (TI FDC1004 with active shielding) in loading 
mode [16], as this mode ofers a more uniform sensitivity in 
all directions compared to the transmit-receive mode that 
measures between two points. To be able to control multiple 
FDC1004 chips on the same I2C bus, we use a TI TCA9548A 
I2C multiplexer. The sensor supports sample rates of up to 
400Hz, with lower sampling rates ofering higher sensitivity. 
As lower sampling rates ofer higher sensitivity (i.e. increased 
accuracy over long distances), we opted out for a sampling 
rate of 100Hz. Additionally, the Arduino applies a low pass 
flter to the sensor values to further increase accuracy. 

All measurements of all channels of the connected FDC1004 
sensors are triggered in series. As our sensor board currently 
uses a total of eight input channels, this results in a minimal 
refresh frequency of 12.5Hz ( 1s ∗8) and a maximal refresh 100Hz 
frequency of 50 Hz ( 1s ∗ 8). The capacitance values are 400Hz
then forwarded to the interaction detector on the host PC. 

Interaction Detection. The detector tool calculates the in-
teraction position and type (i.e. hover, touch, or force) using 
the measurements. It is written in Python and provides all 
interaction events alongside with the 3D model and the 3D 
position to other application via an API. The detector tool 
displays the model of the object. As soon as a fnger is de-
tected, a fngertip-sized red sphere visualizes the position 
of the fnger (see Figure 3F). Further, the detector is used 
for calibration. To that end, it displays marking dots on the 
model of the object that need to be touched by the user (takes 
approx. 1.5 s per electrode). 

To evaluate our approach, we conducted quantitative evalua-
tions on the sensing of 3D position and force. While research 
frequently utilizes mechanical apparatuses to evaluate ca-
pacitive sensing (cf. [17, 66]), we opted out for a user study 
with 12 participants (9m, 3f, mean age 27.3) to account for 
inter-individual diferences in users’ capacitive responses. 

3D Position 

Since a proper 3D position estimate is crucial for the qual-
ity of touch and hover input, we evaluated both in a single 
study. We were interested in the efects of the following two 
factors on 3D-printed capacitive trilateration: (1) the cover-
age, i.e. the number of electrodes that cover a surface point 
without being shielded by another trace or shield, and (2) 
the distance, i.e the mean distance of all electrodes to the re-
spective surface point. To that end, we generated a pyramid 
(length 8 cm, height 6 cm, ground to earth) with eight elec-
trodes and distributed seven target positions on the surface 
(see Figure 6) such that they cover all combinations of the 
independent variables coverage (high vs. low) and distance 
(near vs. far): Positions 2, 3 and 4 are near electrodes (mean 
distance < 11.24 mm) and highly covered (up to four elec-
trodes). Position 1 is also highly covered, but the electrodes 
are far distant (mean distance 14.34 mm). Positions 5, 6, and 
7 are lowly covered (only two to three electrodes) because 
the electrodes are partially blocked by traces and shields 
from the viewpoint of the position. In contrast to position 5 
and 7, position 6 is nearer to the electrodes (mean distance 
15.01 mm vs. 20 mm). 

While the shape of the object is commonly an important 
factor for capacitive sensing, the trilateration approach is 
independent of the non-interactive, insulating surface that 
covers the electrodes, as the diferences in measurements 
are accounted for through the calibration. Since an informal 
test confrmed this assumption, we did not investigate the 
efect of object shape and opted out for the pyramid shape 
in order to make it easier for the participants to localize the 
target positions. 

Figure 6: Distribution of eight electrodes inside the pyramid 
(A) and seven target positions, marked on the object (B). 



         
          

        

          
         

         
       

           
        

           
         

         
       

        
        

         
        

           
           

          
          

        
      

        
        

         
         

        
       

           
         

           
           
        

         
          

            
          
         

        
          

            

            
       

         
           

            
         

        

 

         
        
        

         
           

        
         

          
           

          
          

           
        

          
           

           
               

           
         
         

          
            

             
               
             

             
          

            
             

              
        

          
         

       

Target position 1 2 3 4 5 6 7 
Avg. electrode dist. 14.34 11.76 10.05 11.91 19.91 15.01 20.09 
Coverage 4 4 4 4 3 3 3 

Avg. error [mm] 44.67 16.98 10.42 14 55.24 28.91 37.83 
SD [mm] 15.1 3.77 3.13 3.73 6.27 6.85 5.68 

Figure 7: Positional 3D errors with standard deviations (SD) 
per target position (top) and condition (bottom). 

Setup & Task. To be able to perform tests with multiple 
participants in a repeatable and comparable way, the ob-
ject was fxed on a wooden plate (see Figure 6). Participants 
received an introduction to the system before exploring it 
freely until they felt comfortable. Then, they calibrated the 
system by touching randomly-generated positions on the 
pyramid surface. Between tests performed by the same par-
ticipant, the system was not recalibrated. Each participant 
was instructed to repeatedly touch the seven target positions 
ten times per position (counterbalanced using Balanced Latin 
Square), leading to a total of 840 samples. All target positions 
were marked on the object to give the participants an exact 
reference (see Figure 6B). Further, the position to be touched 
next was highlighted on a virtual model shown on screen. 
While touching the position, the participant triggered the 
data recording with a key press. 

Results & Discussion. As the dependent variable, we an-
alyzed the measurement error, i.e. the Euclidean distance 
between a target position and the measured 3D point re-
ported by the system, using a two-way repeated measures 
ANOVA. When signifcant efects were revealed, we used 
Bonferroni corrected pairwise t-tests for post-hoc analysis. 
We report and classify the efect size η2 according to [9]. 

The analysis revealed that the distance of electrodes had 
a highly signifcant (F1,11 = 105.44, p < .001, η2 = .587) 
infuence on the 3D position estimate with a large efect size. 
Post-hoc tests confrmed signifcantly smaller errors for the 
near distance conditions compared to the far conditions (see 
Figure 7). Moreover, we found that the coverage of electrodes 
had a signifcant (F1,11 = 11.23, p < .05, η2 = .071) infuence 
on the 3D position estimate with a medium efect size. Post-
hoc tests confrmed signifcantly smaller errors for the high 
coverage condition compared to the low coverage condition. 
Further, we found an interaction efect with a small efect 
size between the factors (F1,11 = 7.4, p < .05, η2 = .044). 

Figure 8: Mean force levels for a target force level across all 
participants. Error bars show the standard deviation. 

The analysis shows that electrodes should be placed as 
near as possible to the surface of the object. Also, coverage 
of at least four electrodes is crucial for a lower error. Hence, 
the routing algorithm should avoid voxels that are in line-of-
sight between a surface point and other electrodes. 

Force 

The same participants continued the previous study to assess 
force accuracy (without recalibration). As we wanted to eval-
uate the force accuracy without interference by non-linear 
deformation efects of the fexible structure, we opted out 
for position 3 (see Figure 6B). The central location of this 
position allows for a linear and continuous deformation. 
The object allows for a maximal deformation at target 

position 3 of approx. 5 mm with moderate force. However, 
in contrast to the position tests, there is no fxed reference 
scale for the subjective force exerted by a participant. Each 
participant can perceive the applied force diferently or is not 
at all able to exert the maximum force of another participant. 
Therefore, each participant sets an individual force scale 
by frst applying a maximum and then a minimum force, 
confrming each by pressing a key. The test samples are then 
taken by asking the participant to set a specifc target force 
level (10 % to 90 % in 20 % steps) displayed on a screen and 
confrm it by pressing a key. The current force applied by 
the participant is displayed as a reference. Each participant 
was instructed to set each force level seven times. 

The results of the force tests across all participants are de-
picted in Figure 8. For 10 % target force, the system reported 
in average 13.12 % (SD 3.17 %). The average for 30 % target 
force was 31.25 % (SD 4.7 %) and 48.41 % (SD 3.77 %) for 50 % 
target force. For higher target forces of 70 % and 90 %, the sys-
tem reported 68.36 % (SD 10.15 %) and 88.61 % (SD 10.78 %). 
Of note is, that the mean distance between target and mea-
sured force level is 1.8 % (SD 0.76 %). That is, the participants 
hit the desired force level in average within 1.8 %. On a scale 
of 5 mm (0 % – 100 %), 1.8 % corresponds to a distance reso-
lution of 0.09 mm (5 mm ∗ 0.018). 

In summary, our results show that for highly covered, near 
distance conditions, multiple 3D positions and levels of force 
applied by users can be reliably distinguished. 



                   

   

        
     

         
         

        
          

     
        
      

           
           

           
       

         
         

 

       
         

         
        

         
          
           

           
            

      

        
         

        
          

         
          

          
          

           
        

          

           
          

          
           
          

            
         

            
        

    

        
       

        

    

            
        

           
            

        
            

          
        

           
          

          
            

           
            

        
   

        
         

           
         

          
          

      

Figure 9: Five example applications fabricated with Trilaterate (image quality of C is due to the capture through HoloLens). 

8 EXAMPLE APPLICATIONS 

To demonstrate the practical feasibility of Trilaterate, we 
fabricated fve interactive example prototypes. 

Educational Aid. 3D objects are often useful to learn visual-
spatial content. As an example, we printed a Matterhorn 
mountain (PLA padding) that illustrates its geological 3D 
structure. Users can hover and touch diferent areas to obtain 
geographic information (see Figure 9A). 
Further, we designed a cubic platform on which non-

interactive single-material objects of any 3D-printable com-
plexity can be placed (see Figure 9B). By combining the 3D 
models of the platform and the object on it, interactions on 
the latter are also detected. As an example, we created a 
molecule learning environment that highlights atoms and 
displays their name when touched. In general, the platform 
could be reused for any kind of cost-efective 3D-printable 
objects. 

PyARmid. Augmented Reality is often criticized as lack-
ing haptics and input richness [5]. Using Trilaterate, haptic 
objects for Augmented Reality can be rapidly created. As il-
lustrated in Figure 9C, we implemented an exploration appli-
cation of the Egyptian pyramids for the Microsoft HoloLens, 
that shows a textured overlay on top of a 3D-printed pyra-
mid (TPU padding). By hovering, a virtual sun can be moved 
around the pyramid. The user can touch one side of the pyra-
mid to take a look at its internal structure and press harder 
to see further into the pyramid. 

Making 3D Scans Interactive. 3D scanning allows easy digi-
tization of the physical world. Using the previously described 
platform, even complex real-world objects can be made inter-
active. As an example, we scanned and 3D-printed a person 
(PLA padding) as a tangible interactive avatar for friends 
or family that is highly personalized (see Figure 9D). For 
instance, by touching the avatar of a person, a pre-defned 
greeting is sent to the mobile device of the person. 

Shut the Duck up. To demonstrate the use of Trilaterate for 
more expressive touch interaction in everyday devices, we 
implemented an alarm clock (see Figure 9E) that is shaped 

like a rubber duck (TPU padding). The duck is equipped with 
a speaker and allows listening to diferent alarm sounds by 
hovering around it. A touch selects the respective sound. An 
alarm is set by pressing the duck’s body until the desired 
alarm time is said via the speaker. Pressing harder changes 
the time faster. After an alarm has been set, the user can 
hover the duck for easily accessible, eyes-free function (e.g. 
to say the remaining time to sleep out loud). When the alarm 
goes of, a frm press deactivates the alarm. 

9 DISCUSSION & LIMITATIONS 

This paper presents results on 3D-printed sensing on non-
developable surfaces. However, it currently has limitations 
that must be considered during fabrication and sensing. 

Object Size & Geometry 

If not used with a sensing platform, an object must be able 
to accommodate at least four electrodes required for trilater-
ation. Hence, a minimum of 4 cm3 closed volume is required 
(i.e. four electrodes sized Ø 9 mm at the edges of a rectan-
gular cuboid with perpendicular traces). For slim objects, 
the thinnest section must at least ft as many voxels in the 
horizontal plane as electrodes as this space is required for 
routing. Placement may not succeed for small structures 
(e.g. hairs). The maximal volume of an object to be covered 
is limited by the number of electrodes supported by the 
sensor board, and the sensing distance of an electrode (in 
our case, the maximum sensing distance is 10 cm for a Ø 
9 mm electrode). While the exact limits depend on the shape 
of the object, the maximum object size for our setup is ca. 
10×10×10 cm3. However, multiple boards can be multiplexed 
for more channels. 
Since distance and coverage are important factors, they 

pose implications on suitable 3D models: (1) Objects with 
highly varying curvatures (e.g. a set of hairs) may result in 
too distant electrodes. (2) Objects whose parts are connected 
by a constriction (cf. an hourglass) are challenging to route. 
As 3D printing advances, the resolution is likely to improve, 
enabling more accurate placement and routing. 



    

             
           

        
             
          

         
          

           
             

          
        
          

         
          

          
           
           

        
        

          
           

        
           

          
              

       
         

 

            
         

           
            

           
           

           
           

         
       
        

        
            

         
         

             
        

          
        

            
           

          
         

          
   

     

        
          

         
        

         
          

       
           

        
          

        
         

          
           

           
            

  

        
        
           

         
       

        
         

        
          

         
         

         
       

  

        
          
        

         
    

Distance Resolution & Accuracy 

For our setup, the sensing resolution is 0.5 fF steps at -15 pF 
to +15 pF input range. The usable input range between the 
minimal self-capacitance and the maximal capacitance of a 
direct touch for an electrode of Ø 9 mm is 12.84 fF (25670 
steps). As this input range is not uniformly distributed across 
all distances due to the inversely proportional relation, the 
resolution for force, touch, and hover input varies. While we 
experienced a resolution of less than 1 mm for distances less 
than 5 cm, the resolution decreases to 4 mm for a distance of 
10 cm, which still can be considered sufcient for hovering. 

The achievable accuracy may be further infuenced by 
several factors: First, the choice of the capacitor model that 
transforms a capacitance to a distance. We employ the paral-
lel plate model as each spherical electrode is actively shielded 
into a particular direction and a fnger is commonly modeled 
as a plate (cf. [12, 17]) However, the sensing equations can 
be adapted to a more elaborate model for the electric feld 
between a fnger and a shielded spherical electrode. 

Second, the relative permittivity of the dielectric between 
electrode and fnger is often constant as only a single dielec-
tric (e.g. air) is involved. In our case, the relative permittivity 
is, in general, distance-dependent as with increasing distance, 
the ratio of printed TPU padding to air changes. While we 
experienced this efect to be negligible as the padding’s infll 
density is only 20 % and, hence, consists of 80 % air, a more 
physically correct permittivity estimation that considers the 
air gap could result in more accurate position estimation. 

Scalability 

For our setup, traces should be printed with a width of at 
least 3 mm to guarantee proper conductivity (nozzle diameter 
0.4 mm). To ensure proper shielding, we found that the shield 
should be two times the nozzle width (0.8 mm for our setup). 
Using a safety distance of 1.2 mm between shield and trace 
(flled with insulating material) and 0.6 mm to other traces at 
both sides, the minimal width of a trace including shield is 
in our case 8.2 mm. Currently, the routing requires an object 
with a fat bottom (min. size 3.5×3.5cm2). However, traces 
may be routed to multiple, non-fat locations. 
In contrast to prior fabrication approaches (cf. [46]), Tri-

laterate uses a central sensing structure rather than plac-
ing sensors on the surface. As a result, it covers a larger 
sensing area with fewer electrodes. For instance, four half 
shielded Trilaterate electrodes close to each other cover the 
whole surface of a hemisphere H = r 2 ∗ 2π with r = 70 mm 
(which is a pessimistic estimate concerning the maximal sens-
ing distance of 10 cm). To achieve a comparable accuracy 
(±13.8 mm), previous approaches (cf. [46]) need electrodes 
sized A = (2 ∗ 13.8 mm)2. To cover the whole hemispherical 
surface H , [46] would require H ≈ 40 distinct electrodes, A 

implying 40 instead of just four traces. These many traces 
imply not only a considerable routing efort in often lim-
ited object volumes but are also prone to stray capacitances 
without active shields. 

Environmental Noise, Multi-Finger & Multi-Force 

We did not fnd, that environmental electromagnetic noise 
afects the sensing as the electrodes are shielded and also 
covered by insulating material. However, a whole hand, a 
diferently-sized fnger (e.g. index vs. thumb), or multiple 
fngers next to each other alter the distance measurements, 
resulting in a wrong position estimate as the system expects 
a single stretched-out fnger pose. Nevertheless, multiple 
fngers may be tracked if a distinct set of electrodes handles 
a single fnger. While simultaneously sensing force, touch, 
and hover, a stretched out fnger pose is required. When 
disabling hover input, other fnger poses are possible. 

Moreover, the measured force does not equal the physical 
force, as the latter is dependent on the physical properties 
of the padding and is not focused in this paper. However, 
Hooke’s law and the 3D structure of the padding may be 
combined to map the position of a fnger to a physical force. 

10 CONCLUSION 

This paper has presented Trilaterate: a fabrication pipeline 
to create customizable 3D-printed objects that recognize the 
3D position of a fnger foating above, touching on or forcing 
in a 3D object. Trilaterate objects consist of compressible 
material and embedded conductive electrodes, which are 
generated inside the object, and are 3D-printed without re-
quiring further assembly in their inside. By measuring the 
capacitance with several diferent electrodes, the 3D position 
of the fnger in space can be estimated through trilateration. 

Trilaterate aims to become a valuable asset to researchers, 
makers, and even end users to create interactive objects 
rapidly. Based on our approach, future work could investigate 
interactions performed with multiple fngers or hands. 
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