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(a) Illustration of our flashlight approach (b) Illustration of our 3D cutting planes approach (c) Shared control scheme

Figure 1: We propose two interaction techniques for Dense Dynamic Data to highlight a sub-volume of interest. flashlight

(a) is suitable for tracking dynamic volumes of interest and 3D cutting planes (b) – for accurately highlighting stationary

volumes.

ABSTRACT

Research has proposed various interaction techniques to manage
the occlusion of 3D data in Virtual Reality (VR), e.g., via gradual
refinement. However, tracking dynamically moving data in a dense
3D environment poses the challenge of ever-changing occlusion,
especially if motion carries relevant information, which is lost in
still images. In this paper, we evaluated two interaction modalities
for Spatial Dense Dynamic Data (SDDD), adapted from existing
interaction methods for static and spatial data. We evaluated these
modalities for exploring SDDD in VR, in an experiment with 18
participants. Furthermore, we investigated the influence of our in-
teraction modalities on different levels of data density on the users’
performance in a no-knowledge task and a prior-knowledge task.
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Our results indicated significantly degraded performance for higher
levels of density. Further, we found that our flashlight-inspired
modality successfully improved tracking in SDDD, while a cutting
plane-inspired approach was more suitable for highlighting static
volumes of interest, particularly in such high-density environments.
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1 INTRODUCTION

From interactive point-cloud labeling [18, 19] to archaeological
surveys of 3D landscape data [5] and rescuing [62], Virtual Real-
ity (VR) has proven its effectiveness in facilitating the immersive
examination of 3D data. However, when dealing with large sets of
3D data, focusing on specific areas of interest becomes challenging,
necessitating the development of methods to hide irrelevant data.
For example, existing focus management methods for 3D data in
virtual environments typically rely on slicing planes [58], 3D mid-
air gestures [15], 2D tactile input [40], or tangible interaction [3].
Although these methods have demonstrated practicality and use-
fulness, they are primarily designed for low-density, static data,
rendering them ineffective for Spatial Dense Dynamic Data (SDDD).
As SDDD we define data that takes up more than 25% of the avail-
able volume (Section 2).

In recent years, the prevalence of increasingly large and often
unlabeled 3D data sets with SDDD has grown, and additional meth-
ods that mainly support such data’s dynamic and dense nature
are required. For example, SDDD can be found from large point
clouds, spatio-temporal [54, 63] data analysis [17, 38] or data tag-
ging [18, 19], where the motion of data carries significant infor-
mation, over to medical imaging [32, 59] where Augmented Real-
ity (AR) and VR have already been employed to support the data
exploration [52, 61]. Further, previous research has already pro-
posed supporting tools for selecting [24] and tracking [64] of data
objects for managing SDDD in information spaces. However, these
approaches rely on knowledge of the object’s position changes over
time and a specific definition of the object in the data, which are
often absent in large unlabeled data sets, to automatically highlight,
follow, or select an object [25, 69].

To address these challenges, we extend state-of-the-art interac-
tion techniques for tracking and highlighting data points in sparse
and static data to large unlabeled SDDD sets for exploration in vir-
tual environments. Specifically, we adopt two approaches: bubble
cursor and cutting planes [50, 58], which resulted in flashlight, a
flashlight inspired interaction modality and 3D cutting planes,
a cutting plane-inspired interaction modality. We conducted a
controlled experiment (N = 18) to assess the performance of these
approaches for managing SDDD. Our results indicate that while ac-
curacy, efficiency, and user experience degrade with increased den-
sity, the provided tooling support mitigates these effects compared
to the absence of such support. Furthermore, both interaction
modalities greatly reduced the users’ mental load when focusing
on objects in SDDD.

In summary, our contribution encompasses a reproducible mea-
sure for SDDD within this emerging research field, along with a
systematic investigation of two interaction modalities that facil-
itate focus and identification of objects in SDDD. With flashlight
being a modification of existing selection methods, adjusted to high-
light a volume instead. And 3D cutting planes presenting a more
spatial limited version of a standard cutting plane, allowing for
more concise highlighting. Both of these have, to our knowledge,
not yet been tested in this form for interaction in SDDD.

2 SPATIAL DENSE DYNAMIC DATA (SDDD)

While related work features multiple papers developing interaction
techniques for dense data [25, 39, 60], there is no clear definition of
whatmakes this data dense. Furthermore, dense data in relatedwork
is usually less dense than in environments we are interested in [42]
or features static data [12, 40]. Thus, we define our reproducible
density measure, which also can be defined independently from the
surrounding study setup. To achieve this, we relied on the relative
proportion 𝐷 of volume taken up by data 𝑑 and volume available
to display this data 𝑣 , so 𝐷 = 𝑑

𝑣 . For example, a value of 𝐷 = 0.25
means that in a display volume of 1𝑚3, the presented data has a total
volume of 0.25𝑚3. High values for 𝐷 mean that the data features
higher levels of inherent occlusion, which we consider to be data
with𝐷 at least 0.25 or 25%-fill according to ourmetric. Considering
shape and size, which also influence this measure, thesemay depend
on the specific task. As such, defining them is necessary to ensure
reproducibility, but varying it may be unavoidable. In our case, we
chose spheres as a volumetric approximation of abstract data points
and a radius of 5cm to balance a high number of objects with system
performance. This resulted in between 480 and 1450 objects per
1𝑚3 in our approach, as illustrated by Figure 2, ensuring constant
occlusion throughout the experiment.

3 RELATEDWORK

In the following, we provide an overview of existing work in the
fields of (1) data representation and interaction in Virtual Environ-
ment (VE), (2) selection, and (3) filtering methods for datasets.

3.1 Data Representation and Interaction in

Virtual Environments

Spatial data lends itself to spatial representation, which can draw
from the user’s real-world experience and be easier understood than
simplified representations [39]. Digital twins of the data source,
for example, can leverage the user’s prior knowledge to increase
readability and understandability of otherwise complex data [11,
33, 41, 45]. As another approach, utilizing tangible [29] or body-
based [44] interaction concepts allows for more immersive and
easier-to-understand interaction with data by easing the burden
of learning to interact with data. VR offers a platform to explore
data in 3D spaces, offering a less abstract representation than 3D
projections on a screen. Brunhart et al. [6] have proposed to leverage
this additional spatial dimension to better structure and lay out
one’s thought process, and Kwon et al. [31] have shown how to
increase the readability of graphs when embracing the increased
layout possibilities of VR. Therefore, VR opens up a promising space
for immersive interaction with 3D data. However, the presented
approaches are not tailored to the specific requirements of dense
and dynamic data, as a high density introduces occlusion, which
hinders the exploration of interesting parts hidden by irrelevant
data.

3.2 Selection

Multiple approaches exist to compensate for inherent occlusion
for dense or dynamic data interaction scenarios. Rosa et al. devel-
oped selection methods providing additional depth cues for more
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accurate selection [50]. Argelaguet et al. studied the impact of the
mismatch between what a user sees and what they can point at
with their hand, proposing a combined technique, compensating
for this mismatch [1]. Object selection techniques (e.g., [24, 51])
and more recent approaches exploring bare-hand mid-air interac-
tion [55] highlight objects of interest and work well when looking
for known objects, but were not tested with constantly changing
regions. Previous research has proposed techniques to approach oc-
clusion in dense data scenarios, such as selection via cone select [60]
or depth rays [25]. For distinguishable, partially occluded objects
in VR, approaches using a pre-selection and disambiguation work-
flow such as ClockRac [66] show promising results but rely on a
definition for individual objects. For distinguishable, fully occluded
objects in VR by Yu et al. [67] also relies on the disambiguation of
possible targets on a per-object basis. However, information about
what constitutes an object is not always available.

3.3 Filtering

X-ray vision is a straightforward approach to solving occlusion,
which provides the user with information otherwise occluded by
geometry. Approaches range from seeing through walls [34], into
rooms [4], and overlaying details in-situ [36] to seeing subter-
ranean infrastructure [22, 51, 70]. However, current approaches
rely on a thorough semantic understanding of the surrounding
world, which includes, for instance, determining where an obsta-
cle should be erased [8, 28], giving context about what the user is
looking through [2], or keeping information about both, the occlud-
ing and the occluded object [21]. However, these approaches only
account for real-world objects occluding data, not data-inherent
occlusion, such as a digital engine cover occluding the individual
digital pistons.

Prouzeau et al. present a toolset to explore 3D-scatter-plots in
VR, communicating the results of a kernel density estimation to
the user via haptic feedback and providing a lens to enhance in-
teresting areas found [47]. However, such approaches are often
cumbersome to use [40, 58], require the user to previously know
exactly what they want to view [48], or rely on semantic meta-
information about the data set being explored [47, 57]. The immer-
sive CT colonoscopy system developed by Lopes et al. provides a
high level of control over the visualization but still assumes prior
knowledge from domain experts [35]. Another promising group
of occlusion management approaches is based on gradual refine-
ment via context-aware [68, 69] or context-agnostic [20, 27, 53]
methods. However, these approaches rely on either knowledge
about what constitutes an object to pre-select and track them [9] or
only work on static data as otherwise, and the selection is quickly
outdated [3, 40].

Data agnostic approaches, such as cutting planes [46], only fil-
ter along one dimension, thus making it challenging to create a
limited enough, therefore comprehensible subvolume. Approaches
implementing a more fine-grained subvolume selection [12, 43, 51]
enable the definition of more precise and thus comprehensible sub-
volumes in dense environments. Such approaches can be further
refined if the extent of the 3D data is known and limited, as shown
by the CT data viewer VRRRRoom [58] and can even visualize
changes over time, such as the space-time hypercube [23]. Further,

the specialized 3D axis controller by Cordeil et al. [14, 16], is geared
towards interacting with data in a limited box volume. However,
they are unsuitable for dynamic environments since their advanced
adjustments take time, during which the region of interest might
have shifted, or their limited input accuracy due to fixed-length
analog sliders. Head mounted [4] and hand-held [70] X-ray vision,
on the other hand, relies on knowledge about the data and surround-
ings, such as interesting objects or room boundaries, to present
comprehensible data to the user. Cashion et al. have presented a
promising approach [9], relying on gradual refinement to solve
occlusion problems in dense, dynamic scenarios. However, this ap-
proach rearranges possible objects of interest from a preselection,
which would disrupt the context of the object’s position and motion
which is often relevant information itself and should be conserved.
Furthermore, the approach relies on knowing what constitutes an
object, information not always available.

To overcome the limitation explained above, namely the need
for meta-data, slow and iterative adjustment, and reliance on spe-
cialized hardware, we designed two data-agnostic, dynamic inter-
action modalities, based on promising approaches from related
work, which we explain below.

4 INTERACTION MODALITIES

VR has become a viable medium for data exploration, as it allows
for intuitive representation and navigation. However, existing tech-
niques for tracking and analyzing moving objects within three-
dimensional datasets often lack a specific approach tailored to un-
labeled Spatial Dense Dynamic Data. They mostly rely on either
meta-data or static data or focus on selecting and highlighting a
single point instead of an area. Therefore, we have identified the
following requirements for our proposed interaction modalities.
First, they need to be data-agnostic, not relying on metadata so
that users can track arbitrary data in SDDD environments. Second,
they also need to be agile, so users can follow interesting data as
it moves through the data space, which is often not covered by
approaches relying on gradual refinement. Following these require-
ments, we propose two interaction techniques based on common
related work and adapted them for the special needs of SDDD. (1)
flashlight that facilitates one-handed interaction and mimics a
flashlight’s light cone to highlight a subvolume, similar to the cone
select method by Vanackena et al. [60]. And (2) 3D cutting planes
that employ two hands to control two cutting planes with limited,
adjustable extend, similar to the methods proposed by Sousa et
al. [58]. In both cases, the highlighted volume is rendered fully
opaque, and the rest is rendered semi-transparent.

4.1 Flashlight

The flashlight method is based on the metaphor of a flashlight
illuminating data the user is interested in, mimicking real tool use,
which has been employed in various previous work [10, 49, 56].
Namely, using a virtual ’light cone’ to determine which volume and
information is important to the user, making the affected volume
visible and the rest semi-transparent. A user can adjust the radius of
the visible volume and its distance to the controller (see Figures 1a
and 1c). By pressing left and right on the controller’s touchpad,
the user can decrease and increase the cone’s radius, respectively
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by 1cm per 1 second if the button is held. The distance to the
controller can be increased and decreased by pressing up and down
on the controller’s touchpad, by 5cm per 1 second the button is
held, polled every 0.02sec. The controller can move the lamp around
freely in space to enable dynamic and continuous exploration of
SDDD. Unless changed via the touchpad, the distance between the
’beginning’ of the light cone and the controller remains constant,
enabling the user to look past occluders. We chose this method to
mimic the real-life concept of handling a flashlight in darkness or
fog, allowing users to draw from their experience and expectations
of regular flashlights.

4.2 3D Cutting Planes

The 3D cutting planes technique draws inspiration from similar
methodologies commonly employed in domains such asmedicine [65],
geology [30], or engineering [37]. This technique facilitates the
slicing of spatial datasets, allowing for precise adjustment of the
contextual focus by manipulating a plane that selectively displays
data on one of its sides. In our work, we extended this concept by
introducing a two-plane configuration controlled by both hands.
The orientation of the 3D cutting planes is aligned with the
controllers, ensuring that the planes’ normals face forward, align-
ing with the Z-axis of the controllers. The plane’s extent is limited
along the X and Y-Axis, which can be adjusted using the controller’s
touchpads (see Figure 1b). The adjustment was possible 1cm per
1sec held, polled every 0.02sec. We added a second plane and lim-
ited the plane’s extension after a pre-study that revealed the need
for more concise occlusion management. The visible subvolume is
defined by the intersection of the volumes in front of the planes,
as depicted in Figure 1b. To enhance the precision of highlighting,
users can dynamically modify the size and position of the visible
subvolume by altering the angle between the two planes.

5 METHODOLOGY

In our study, we evaluated the impact of data set density and
interaction modality on the participants’ performance for the
exploration of Spatial Dense Dynamic Data. The primary objective
was to comprehend the effects of data set density and identify
effective strategies for supporting users in navigating and com-
prehending SDDD environments. To structure our evaluation, we
established the following research questions:

RQ1 How does the data set density affect the accuracy, effi-
ciency, mental and physical demand of extracting relevant
information from SDDD in VR?

RQ2 How does the interaction modality affect the accuracy,
efficiency, mental and physical demand of extracting relevant
information from SDDD in VR?

5.1 Study Design

We conducted a controlled experiment with a within-subjects de-
sign in which participants explored a dense and dynamic data set
in VR and defined two independent variables: (1) data set density
and (2) interaction modality of the data set. Adhering to this
measure defined above, we defined three levels of data set density,
25%-fill: 𝐷 = 0.25, 50%-fill: 𝐷 = 0.5, 75%-fill: 𝐷 = 0.75, resulting

in one trial per data set density to interaction modality combi-
nation. As the task already lasted for around 50 minutes and proved
mentally draining, we chose not to vary the shape and size of the
object as an additional dependent variable. In our case, this results
in roughly 480, 950, and 1450 spheres for 25%-fill, 50%-fill, and
75%-fill, respectively. With interaction modality being either
flashlight or 3D cutting planes and a no support baseline. We
varied both independent variables in a repeated measures design
with three levels each, resulting in a 2-factorial experiment design
with a total of 3×3 = 9 conditions. We counterbalanced the order of
the conditions using a Balanced Latin Square design. For each con-
dition, the system randomized the series of targets while assuring
that each target was repeated two times.

5.2 Tasks

We designed two tasks with a common setting, a volume (1m × 1
m × 1m) filled with dynamically moving yellow spheres of varying
densities, simulating auxiliary data that distracts the participant.
When reaching the outer edges of the volume, the spheres bounced
off the invisible border and continued to move linearly within
the volume. To achieve a random behavior, we randomized the
direction of each sphere setting their velocity to 0.5m/s. To focus on
the specific influence of the two independent variables, we aimed
to minimize the external influences in the experiment. Therefore,
we deliberately chose a very abstract setting in which both tasks
took place to reduce the effect of participants’ prior knowledge of
a domain on performance. Blue and yellow were chosen to avoid
problems for color-blind participants and in accordance with the
setup by Vanacken et al. [60]. We intentionally chose two tasks
requiring the participant to track a distinct sphere in the volume.
However, they differ in the prior knowledge available: While there
is no knowledge about the chaotic structure of the volume in task
1, the participant is equipped with prior knowledge in task 2 in
the form of visualized checkpoints (that the sphere to be tracked
will pass in any case). We explain the two tasks in detail in the
following:

5.2.1 Task 1: no-knowledge task. For this task, we introduced a
blue colored sphere into the volume, representing data the partici-
pant is interested in. This sphere was set on a physically correct
path, similar to the distractor object. In regular, semi-random in-
tervals, the sphere featured yellow crosses, visible for four seconds
and from every angle (Figure 3a). The participants were instructed
to press a button as soon as this change appeared. This task was
aimed to test the ease with which the interaction modalities
can be used to keep a specific, dynamically changing sub-volume
in focus.

5.2.2 Task 2: prior-knowledge task. For this task, we introduced
a blue colored sphere into the volume, representing data the partic-
ipant is interested in. The object of interest was set on an invisible
path, creating a dynamic tracking task. The path consisted of five
segments, at the start of every segment, we introduced three check-
points, two decoys, and one situated on the path, past checkpoints
were deleted (Figure 3b). These checkpoints presented a controlled,
uncertain prior knowledge for the participants, intended to simu-
late domain knowledge. The participants were instructed to press a
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(a) 25%-fill scenario (b) 50%-fill scenario (c) 75%-fill scenario

Figure 2: Illustration of the three density settings, equidistantly spread between filling 0% and 100% of the available volume.

Mock-up is used as differences are not perceivable on screenshots of the actual study setup. They were, however, clearly

perceivable in motion using a VR headset.

(a) Visual representation of the no-knowledge
task used, without any support tool present.

(b) Visual representation of the prior-
knowledge task used, without any support tool

present.

Figure 3: Visualization of the two different tasks the participants were asked to complete.

button when the object of interest entered a checkpoint. The object
of interest took four seconds to pass through the checkpoint, limit-
ing the participants’ time to correctly react. This task was aimed to
test the usability of the interaction modalities when exploring
unfamiliar data sets but with a prior understanding of its subject
matter.

5.3 Apparatus

The study setups consisted of a 3m × 3m SteamVR tracking space
allowing users to walk freely around the 1m × 1m data volume,
so no artificial locomotion was needed. We used two Vive Wand
controllers for the 3D cutting planes method and one for the

flashlight. The applicationwaswritten in Unity3D, and the source
files of the project are available online 1.

5.4 Procedure

We welcomed the participants and introduced them to our concepts
and study. Therefore, we provided a brief overview of the proce-
dures, which included explanations of interaction modalities
and the dimensions of the data volumes. After obtaining informed
consent, we asked participants for demographic data. We then ini-
tialized the distractor orbs and placed the blue target orb at its
starting position, allowing participants to familiarize themselves
with the current task and interaction technique. To familiarize
1https://github.com/LOEWE-emergenCITY/DensingQueen
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themselves with the interaction modalities, participants could
interact with the scene before the object of interest started moving.
We started the task once they located the object of interest and
felt ready. At the end of the study, we briefly interviewed each
participant about their preferences for interaction modalities
and any changes they would make. Each density condition took
an average of 5 minutes per task and the entire study, including
the introduction and questionnaires, lasted about 50 minutes per
participant.

5.4.1 Adherence to Health Guidelines. For this study, we adhered to
our institute’s health department’s guidelines for user studies dur-
ing the COVID-19 pandemic. All testing equipment was disinfected
and the room used was aired out for a minimum of half an hour
between participants. When possible, the participant and examiner
kept a minimum distance of at least 1,5m. During the greeting and
explanation, the participant and examiner wore a mask to reduce
the probability of infection.

5.5 Measures

For each condition, we measured the following dependent variables:

Wrong Click Error Rate The percentage of clicks made by
the participant while the target object did not change color
or was not in the area of the checkpoint.

Missed Changes Error Rate The number of color changes
not confirmed by the participant.

Missed Checkpoints Error Rate The percentage of check-
points that were not confirmed by a click of participants.

Reaction Time The reaction time between the target object
changing color or entering the checkpoint area and the par-
ticipant’s confirmation click.

Total Movement The accumulated distance the participant
moved during the condition (measured as the position of the
participant’s head).

Time in Volume The accumulated time the object of interest
was in the highlight-area of the respective interaction
modality.

After each condition, we asked the participant to fill out a NASA
TLX questionnaire for further data collection.

5.6 Analysis

We analyzed the recorded data using two-way repeated measures
(RM) ANOVAs with data set density and interaction modality
as two factors to reveal significant effects. Before the analysis, we
tested the data for normality using Shapiro-Wilk’s test without any
significant deviations. When Mauchly’s test indicated a violation
of the assumption of sphericity, we corrected the tests using the
Greenhouse-Geisser method and report the corresponding 𝜖 . When
the RM ANOVA revealed significant effects, we used Bonferroni-
corrected pairwise t-tests for post-hoc analysis. Further, we report
the eta-squared [2 as an estimate of the effect size and classify the
effect size as small, medium or large according to Cohen’s sugges-
tions [13]. For the analysis of the NASA TLX questionnaires, we
used the raw method, indicating an overall workload as described
by Hart [26].

5.7 Participants

We recruited 18 participants (12 identified as male, four as female,
one as non-binary, and one as gender Variant/non-Conforming)
aged between 21 and 33 (M = 26.4, SD = 3.2) years using word-
of-mouth and a snowball sampling. Four participants identified
themselves as experienced virtual reality users, four considered
their experience above average, six as average, two as below average,
and two used VR for the first time. Besides snacks and drinks, no
compensation was provided.

6 RESULTS

The following section reports the results of our controlled exper-
iment investigating the research questions presented in section
5.

6.1 Accuracy

We analyzed the accuracy of participants as two different error
measures as presented in section 5.5.

6.1.1 Wrong Clicks - prior-knowledge task. The analysis revealed
a significant (𝐹2,34 = 3.42, 𝑝 < .05, [2 = .03) main effect of the data
set density on the wrong click error rate with a small effect size for
the prior-knowledge task. Post-hoc tests confirmed significant (𝑝 <

.05) lower wrong click error rates for the 25%-fill (` = .03, 𝜎 = .08)
conditions compared to the 75%-fill (` = .09, 𝜎 = .14) conditions.
The differences to the 50%-fill (` = .07, 𝜎 = .14) conditions were
not significant. The analysis did not indicate a significant (𝐹2,34 =
3.03, 𝑝 > .05) main effect of the interaction modality on the
wrong click error rate. The recorded mean values ranged from
` = .03, 𝜎 = .10 for the flashlight conditions over ` = .07, 𝜎 = .15
for the 3D cutting planes conditions to ` = .10, 𝜎 = .13 for the
no support conditions. The analysis did not show a significant
(𝐹2.57,43.66 = 1.34, 𝑝 < .05, 𝜖 = 0.642) interaction effect between the
two factors.

6.1.2 Wrong Clicks - no-knowledge task. The analysis did not
indicate a significant (𝐹2,34 = 2.454, 𝑝 > .05) main effect of the
data set density on the wrong click error rate. The recorded mean
values ranged from ` = .11, 𝜎 = .11 for the 25%-fill conditions over
` = .17, 𝜎 = .5 for the 50%-fill conditions to ` = .22, 𝜎 = .28 for
the 75%-fill conditions. The analysis did not indicate a significant
(𝐹2,34 = 1.426, 𝑝 > .05) main effect of the interaction modality
on the wrong click error rate. The recorded mean values ranged
from ` = .11, 𝜎 = .22 for the flashlight conditions over ` = .11,
𝜎 = .28 for the 3D cutting planes conditions to ` = .11, 𝜎 = .5 for
the no support conditions. The analysis did not show a significant
(𝐹4,68 = 0.7, 𝑝 > .05) interaction effect between the two factors.
Figure 4 (left) depicts the measured wrong click error rates for all
conditions in the experiment.

6.1.3 Missed Checkpoints - prior-knowledge task. The analysis
indicated a significant (𝐹2,34 = 27.44, 𝑝 < .001, [2 = .17) main effect
of the data set density on the missed checkpoint rate with a large
effect size. Post-hoc tests confirmed significantly higher missed
checkpoint error rates for higher densities between all levels (𝑝 <

.01 for 25%-fill - 50%-fill, 𝑝 < .001 otherwise). We found mean
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Figure 4:Wrong clicks (prior-knowledge task),missed checkpoints (prior-knowledge task) and reaction time (no-knowledge task).
All error bars depict the standard error.

missed checkpoint error rates ranging from ` = .09, 𝜎 = .15 (25%-
fill) over ` = .22, 𝜎 = .25 (50%-fill) to ` = .38, 𝜎 = .34 (75%-fill).
Further, the analysis indicated a significant (𝐹1.39,23.60 = 13.40, 𝑝 <

.001, 𝜖 = .69, [2 = .129) main effect of the interaction modality
on the missed checkpoint error rate with a medium effect size. Post-
hoc tests confirmed significant lower missed checkpoints error
rates for 3D cutting planes (` = .13, 𝜎 = .21) and flashlight
(` = .18, 𝜎 = .26) compared to no support (` = .37, 𝜎 = .32, both
𝑝 < .001). Finally, the analysis indicated a significant (𝐹2.91,49.51 =
8.51, 𝑝 < .001, 𝜖 = .73, [2 = .08) interaction effect between data
set density and interaction modalitywith a medium effect size.
While the differences between no support and both other levels
of the interaction modality are not significant for the 25%-fill
level, the differences become larger for higher levels of the data set
density. This results in higher missed checkpoint error rates for no
support compared to both other levels of interaction modality,
for 50%-fill (no support - 3D cutting planes: 𝑝 < .01) and 75%-
fill (both 𝑝 < .001). Figure 4 (middle) depicts the measured missed
checkpoints error rates for all conditions in the experiment.

6.1.4 Missed Changes - no-knowledge task. The analysis indicated
a significant (𝐹1.48,25.24 = 25.92, 𝑝 < .001, 𝜖 = .742, [2 = 0.294)
main effect of the data set density on the missed changes rate
with a large effect size. Post-hoc tests confirmed significantly higher
missed changes error rates for higher densities between all levels
(𝑝 < .001 for 25%-fill - 75%-fill, 𝑝 < .01 otherwise). We found
mean missed changes error rates ranging from ` = .06, 𝜎 = .28
(25%-fill) over ` = .5, 𝜎 = 1.17 (50%-fill) to ` = 1.56, 𝜎 = 2.67
(75%-fill). Further, the analysis indicated a significant (𝐹2,34 = 4.75,
𝑝 < .05, [2 = .027) main effect of the interaction modality on
the missed changes error rate with a small effect size. Post-hoc
tests confirmed significant lower missed changes error rates for
flashlight (` = .75, 𝜎 = 1.26) compared to no support (` = 1.22,
𝜎 = 1.5, 𝑝 < .05) but not for 3D cutting planes (` = .88, 𝜎 = 1.19).
Finally, the analysis did not indicated a significant (𝐹2.76,46.87 = 2.82,
𝑝 > .05, 𝜖 = .689) interaction effect between data set density and
interaction modality.

6.2 Efficiency

We analyzed the efficiency as the reaction time of indicating when
the target to follow reached a checkpoint.

6.2.1 Reaction time - prior-knowledge task. We found a significant
(𝐹2,22 = 4.52, 𝑝 < .05, [2 = .104) main effect of the data set
density on the efficiency of participants with a medium effect
size. Post-hoc tests showed significantly lower reaction times for
the 25%-fill (` = 0.69 s, 𝜎 = 0.25 s) compared to the 75%-fill
(` = 0.76 s, 𝜎 = 0.27 s) conditions (𝑝 < .05). We could not find
significant differences to the 50%-fill conditions (` = 0.75 s, 𝜎 =

0.29 s). The analysis could not show a significant (𝐹1.41,15.48 = 1.078,
𝑝 > .05, 𝜖 = .704) main effect of the interaction modality on
the efficiency of participants. We found reaction times ranging
from ` = 0.74 s, 𝜎 = 0.26 s (3D cutting planes) over ` = 0.73 s,
𝜎 = 0.26 s (flashlight) to ` = 0.71 s, 𝜎 = 0.31 s (no support).
The analysis did not indicate significant (𝐹1.94,21.38 = 0.35, 𝑝 > .05,
𝜖 = .486) interaction effects between the two factors.

6.2.2 Reaction time - no-knowledge task. We found a significant
(𝐹1.44,20.18 = 11.76, 𝑝 < .001, 𝜖 = .721, [2 = .17) main effect of the
data set density on the efficiency of participants with a large
effect size. Post-hoc tests showed significantly lower reaction times
for the 25%-fill (` = 0.77 s, 𝜎 = 0.59 s) compared to the 75%-
fill (` = 1.16 s, 𝜎 = 0.99 s) conditions (𝑝 < .01). We could not
find significant differences to the 50%-fill conditions (` = 1.1 s,
𝜎 = 0.97 s). The analysis could not show a significant (𝐹2,22 =

3.16, 𝑝 > .05) main effect of the interaction modality on the
efficiency of participants. We found reaction times ranging from
` = 0.8 s, 𝜎 = 0.55 s (3D cutting planes) over ` = 0.98 s, 𝜎 = 0.90 s
(flashlight) to ` = 1.18 s, 𝜎 = 1.05 s (no support). The analysis
did not indicate significant (𝐹2.04,28.58 = 2.24, 𝑝 > .05, 𝜖 = .510
interaction effects between the two factors. Figure 4 (right) depicts
the measured reaction times for all conditions in the experiment.

6.2.3 Total Head Movement - prior-knowledge task. To evaluate
the influence of the two factors on the physical movement of par-
ticipants, we analyzed the sum of movements of the head-mounted
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Figure 5: Total head movement (prior-knowledge task) and raw TLX (overall). All error bars depict the standard error.

display (HMD) as the total movement. The analysis revealed a sig-
nificant (𝐹2,34 = 6.07, 𝑝 < .001, [2 = .016) main effect of the data
set density on the total movement of participants with a small
effect size. Post-hoc tests showed significant differences between
the 25%-fill (` = 10.29m, 𝜎 = 6.4m) and 75%-fill (` = 12.39m,
𝜎 = 6.94m) conditions (𝑝 < .01). We could not find significant
differences to the 50%-fill (` = 11.24m, 𝜎 = 6.82m) conditions.
Further, we found a significant (𝐹1.41,23.98 = 90.92, 𝑝 < .001, 𝜖 = .71,
[2 = .64) main effect of the interaction modality on the total
movement of participants with a large effect size. Post-hoc tests
confirmed significantly lower total movements for both, the flash-
light (` = 7.26m, 𝜎 = 3.02m) and 3D cutting planes (` = 7.79m,
𝜎 = 3.06m) compared to no support (` = 18.87m, 𝜎 = 5.64m) con-
ditions (both 𝑝 < .001). We could not find significant (𝐹4,68 = .28,
𝑝 > .05 interaction effects between both factors. Figure 5 (left)
depicts the measured total movement distances for all conditions
in the experiment.

6.2.4 Total Head Movement - no-knowledge task. The analysis
revealed a significant (𝐹2,34 = 4.6, 𝑝 < .05, [2 = .016) main effect
of the data set density on the total movement of participants
with a small effect size. Post-hoc tests showed significant differ-
ences between the 25%-fill (` = 11.5m, 𝜎 = 7.11m) and 75%-fill
(` = 13.91m, 𝜎 = 8.24m) conditions (𝑝 < .01). We could not find
significant differences to the 50%-fill (` = 13.17m, 𝜎 = 8.0m) con-
ditions. Further, we found a significant (𝐹1.35,22.88 = 63.87, 𝑝 < .001,
𝜖 = .67, [2 = .55) main effect of the interaction modality on the
total movement of participants with a large effect size. Post-hoc tests
confirmed significantly lower total movements for both, the flash-
light (` = 8.31m, 𝜎 = 3.9m) and 3D cutting planes (` = 9.1m,
𝜎 = 4.05m) compared to no support (` = 21.17m, 𝜎 = 6.96m)
conditions (both 𝑝 < .001). We found significant (𝐹4,68 = 33.7,
𝑝 < .05, [2 = .014) interaction effects between both factors when
no support was involved.

6.2.5 Time in Volume - no-knowledge task. We found a significant
(𝐹2,34 = 17.68, 𝑝 < .001, [2 = .034 main effect of the data set
density on the efficiency of participants with a small effect size.
Post-hoc tests showed significantly higher time in volume for the

25%-fill (` = 52.15 s, 𝜎 = 15.06 s) compared to the 75%-fill (` =

35.29 s, 𝜎 = 17.53 s) conditions (𝑝 < .01), and between 25%-fill and
50%-fill (𝑝 < .05) (` = 44.53 s, 𝜎 = 16.57 s). The analysis of the
interaction modality is omitted, due to no data being measured
for no support. The analysis did indicate significant (𝐹2,34 = 5.17,
𝑝.001, [2 = .022) interaction effects between the two factors, with
a low effect size. Additionally, post-hoc tests revealed significant
interaction effects between 25%-fill - 3D cutting planes and
75%-fill - 3D cutting planes, 25%-fill - 3D cutting planes
and 75%-fill - flashlight, 25%-fill - flashlight and 75%-fill -
3D cutting planes but not 25%-fill - flashlight and 75%-fill -
flashlight.

6.3 Mental Load - both

We measured the mental load of participants using the NASA TLX
questionnaire. Combined measure was chosen, as sub-scales did
not yield different results. The analysis revealed a signification
(𝐹2,34 = 49.85, 𝑝 < .001, [2 = .16) main effect of the data set
density on the raw TLX with a large effect size. Post-hoc tests
showed significantly higher raw TLX values for higher densities
between all groups (all 𝑝 < .001) with measurements ranging from
` = 39.38, 𝜎 = 17.18 (25%-fill) over ` = 49.35, 𝜎 = 17.99 (50%-fill)
to ` = 57.63, 𝜎 = 19.38 (75%-fill). Further, the analysis showed
a significant (𝐹2,34 = 23.83, 𝑝 < .001, [2 = .19) main effect of
the interaction modality on the raw TLX with a large effect
size. Post-hoc tests confirmed significantly lower raw TLX values
for both, flashlight (` = 39.93, 𝜎 = 16.96) and 3D cutting
planes (` = 45.85, 𝜎 = 16.11) compared to no support (` = 60.57,
𝜎 = 19.67, both 𝑝 < .001). The analysis did not indicate significant
interaction effects (𝐹4,68 = 2.45, 𝑝 > .05) between both factors.
Figure 5 (right) depicts the measured raw TLX for all conditions in
the experiment.

6.4 Qualitative Results

Most participants (12) preferred the flashlight approach over the
3D cutting planes approach. Those preferring the flashlight
commented on how "[...] it is easier to judge where I [the visible
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volume] am in the volume [...]" (P2) and how it was "[...] easier to
find the [object of interest] once I lose it." (P5). Others described
the 3D cutting planes tool as "[...] like the [flashlight] with
an unnecessary second lamp." (P18). However, multiple partici-
pants commented on the easier distance adjustment with the 3D
cutting planes. To adjust the distance of the visible portion, par-
ticipants simply adjusted the intersection point as desired, whereas
the flashlight approach relied on button presses to achieve this.
Multiple participants expressed their desire to adjust the flash-
light’s volume’s depth to further limit the visible data. The was
originally discarded in favor of an easier control scheme and includ-
ing the ability to adjust the volume’s distance to the flashlight.
However, participants also noted they would "[...] rather adjust the
size [depth] than the distance from the [flashlight] [...]" (P12) We
could also observe the participants neglecting the button input dur-
ing the condition, most participants only adjusted the interaction
modalities’ dimensions to their liking before starting the condition.
This behavior makes a more complex, in-depth adjust-ability of
the flashlight’s volume a feasible approach for future iterations.
Multiple participants expressed their discomfort to have objects
pass through their head, participant 8 even asked "Do I really have
to go in there?" when faced with the 75%-fill, no support task.
Presenting the participants with the 75%-fill condition without
interaction modalities often prompted profanities on their part,
leading us to the conclusion that unsupported interaction with
75%-fill data was undesirable.

7 DISCUSSION

In this section, we discuss the findings and implications of the
conducted study, in particular, detailing the role of the interaction
modality and data set density.

7.1 Effects of Interaction Modality and Density

on Performance

The results of the study confirm the significant impact of den-
sity on participants’ performance in exploring SDDD. Since our
low-density setting was already on a comparable level of high-
density settings as defined in related work, we found that our
high-density scenarios pose even greater challenges compared to
such low-density settings, as indicated by mental demand, focus
on the object of interest, and reaction time. In both tasks, inter-
action modalities proved beneficial in improving participants’
performance. Interestingly, however, the importance of support via
interaction modalitieswas less pronounced in 25%-fill settings,
suggesting that participants were able to manage lower density
effectively even without additional assistance. In contrast, inter-
action modalities greatly improved head movement for high
data set density. This was particularly evident during the no-
knowledge task, where no fallback to checkpoints was possible and
participants needed to maintain constant visual contact with the
target to avoid missing any changes.In such cases, the interaction
effect became more pronounced, highlighting the crucial role of
the interaction modalities. Combined with the TLX-scores this
shows that both interaction modalities make exploring SDDD
less tiresome compared to no support, especially in 75%-fill sce-
narios.

7.2 Flashlight for Dynamic Tracking

The flashlight interaction modality demonstrated better per-
formance for prior-knowledge task, as evidenced by the significantly
lowerMissed Changes compared to no support, which was not
significant for 3D cutting planes. During the no-knowledge task,
participants were unable to rely on checkpoints to find the target af-
ter losing sight of it, a scenario where flashlight likely performed
better due to its simpler interaction. As such, flashlight offers
a more direct interaction experience, with hand motion directly
following the target, which may not hold true for tracking using 3D
cutting planes, and might facilitate following a constant trajec-
tory more easily. Considering Time in Volume, every combination
of 25%-fill and 75%-fillwith flashlight and 3D cutting planes
exhibited significant improvement, with the exception of 25%-fill-
flashlight to 75%-fill-flashlight, which further suggests that
flashlight consistently delivers better performance across dif-
ferent scenarios compared to 3D cutting planes. In conclusion,
the flashlight interaction modality proved to be a suitable
tool for tracking continuous motion, as it offered the advantage of
directly following an object with a controller rather than relying on
an imaginary intersection point of two controllers, as in the case of
3D cutting planes.

7.3 Planes for Static Targets

Looking at the prior-knowledge task, performance was significantly
better compared to no support for 75%-fill, considering both in-
teraction modalities. However, for 50%-fill only 3D cutting
planes showed a significant improvement. This suggests that 3D
cutting planes performs better when focusing on a fixed point.
This is further supported by behaviors we observed, where par-
ticipants waited at one particular checkpoint or cycled through
all of them while waiting for the target to appear. Looking into
wrong clicks in the prior-knowledge task revealed that participants
predominantly clicked late, directly after a target had exited the
checkpoint. This behavior can be attributed to two factors. Firstly,
participants often cycled through the checkpoints, occasionally
missing the precise moment to click. Secondly, participants tended
to click multiple times when they identified the correct checkpoint
at the last moment, leading to a sharp spike in the wrong click

error rate. Conversely, the error rate remained relatively sta-
ble during other instances, indicating a more typical pattern of
performance. These findings, combined with the worse results in
no-knowledge task compared to flashlight suggest that the 3D
cutting planes is better suited for highlighting a specific, station-
ary point, rather than moving targets.

7.4 Adjustment UI

In terms of interaction, it is worth noting that adjustments during a
task were mainly done with hand motions. Button input was mainly
used to adjust the volumes to a comfortable size before a task was
started. Only with 3D cutting planes the participants adjusted
the volume size during a task by increasing and decreasing the
intersection of both beams. Overall we could see distinct benefits
of both interaction modality, with flashlight for dynamic
tracking and 3D cutting planes for fixation of static targets. We
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could also see a clear preference for motion-based interaction when
it came to adjustments.

8 LIMITATIONS AND FUTUREWORK

We are confident that the results presented provide valuable in-
sights into tracking in SDDD sets. However, the experiment design,
the experiment results, and the non-representative participant pop-
ulation impose some limitations and directions for future work.
With the existing sampling bias toward young, male-identifying
participants, additional evaluation is needed to verify the findings
as applicable to the general population. However, the current results
may be used to inform the scope of future experiments.

8.1 Ecological Validity

We presented an experiment that deliberately investigated tracking
in an abstract task. We chose this approach to reveal the isolated ef-
fects of the data set density and interaction modality without
the influence of external factors. While we are convinced that our
work can make an important contribution to the future tracking
in SDDD using VR, we also acknowledge that real-world systems
pose further questions, such as the influence of different data types
and sizes of the displayed volume. Future work is necessary to
conclude these challenges, and an interesting approach would be
investigating the interaction modalities in real-world use cases.
This would enable better judgment regarding the interaction
modalities’ validity for real-world, practical tasks.

8.2 Varying Dynamics and Size of the Base

Volume

We have not investigated different dynamics of the occluder data
nor different sizes of the base volume that contains both occluders
and regions of interest.We regard the characteristics of these factors
as strongly dependent on the type of data to be displayed, which
strongly depends on the respective use case. Our results can provide
a valuable baseline for future work in different application domains.

8.3 Focus On Motion-Based Input

We could also see that the additional fine-tuning option provided via
controller input was largely ignored by participants, who primarily
relied on handmovement for adjustment, especially for 3D cutting
planes. This observation suggests that participants could have
perceived the buttons as valuable or impactful in addressing the
challenges posed by density. However, participants also expressed a
desire to adjust the length of the flashlight’s "light" beam, which
was the only dimension that was not adjustable. This observation
is interesting, as participants mostly disregarded other adjustment
capabilities, indicating a need for improved input modalities for
these adjustments rather than a specific missing adjustment. Future
research could explore alternative methods or interfaces for fine-
tuning in high-density scenarios to enhance user experience and
performance even more.

8.4 Focus+Context

The two techniques presented in this work allow users to split a
3D data set into two subsets: The set to focus on and the auxiliary

context set. This split into two subsets allows a Focus+Context [7]
approach in which the user can focus on a specific property while
retaining the rest of the data set as context to understand how the
property is nested in the overall data set. While we provide first
insights into dynamically adjusting the focus set, understanding
the benefits of these two subsets in exploring SDDD is beyond the
scope of this work. It is an interesting starting point for future
work.

9 CONCLUSION

We have investigated the effects of different interaction modali-
ties for exploration of SDDD in VR, gaining insights on challenges
and possible solutions for managing occlusion in these environ-
ments. We used a comparable, easy-to-replicate measure for density,
and offered considerations for creating SDDD exploration tools.
While both approaches presented in this paper showed promising
improvements for exploring SDDD, we found flashlight to be
more suitable for dynamic motion and 3D cutting planes to be
more suitable for static target acquisition. The data gathered, com-
bined with the users’ feedback, shows that navigating SDDD is a
very challenging task in need of simple, easy-to-use tool support,
sparing the user’s already taxed mental and physical resources.
With the presented applications in mind and the considerations
provided, we hope to see suitable interaction techniques emerge,
empowering users to explore and learn complex data at their own
pace and on their own terms.
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